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HEURISTIC MODELS AND METHODS FOR APPLICATION OF THE
KOHONEN NEURAL NETWORK IN THE INTELLECTUAL SYSTEM OF
MEDICAL-SOCIOLOGICAL MONITORING

Annotation. For increasing the speed of making classification decisions, the possibilities of supervised deep neural networks
training are used in systems of medical and sociological monitoring. But the data obtained during the monitoring process are semi-
structured and -labelled. This greatly reduces speed and increases supervised machine-training error. The paper proposes heuristic
models and methods of using the Kohonen network to increase the training rate on the semi-supervised mode without losing the
accuracy level of data classification in intelligent systems of medical and sociological monitoring. More specifically, proposed tools
include improved models for the presentation of semi-structured and -labelled medical and sociological monitoring data in the
spaces of properties and features due to formalization of procedure of the detailed data aggregation, as well as the semi-supervised
training of the Kohonen network using the method of matching existing pre-labelled data with the obtained labels of features
clusters. In addition, the method of adjusting weight coefficients in the process of training the Kohonen neural network through the
use of a modified genetic algorithm to classify medical and sociological monitoring data was further developed. The proposed
modification of the genetic algorithm consists in using the method of matching labels of classes and clusters in assessment the
adaptability of chromosomes in the population generated for each example from training sample of medical and sociological
monitoring data. It is proposed for evaluating the adaptability of chromosomes to calculate the completeness of the classification as
the ratio of the number of found representatives of the positive class to all representatives of the positive class. When performing the
selection procedure on the basis of the obtained adaptability score, the two most adapted (“winner” and ‘“vice-winner”)
chromosomes are selected and crossed, whereas in contrast, the two least adapted (“loser” and “vice-loser”) chromosomes are
deleted. The crossing is implemented as the exchange of genes between the winner and vice-winner chromosomes, taking into
account a randomly selected crossing-over point. Upon mutation, a random number distributed according to a uniform law is added
to each chromosome gene, which is an auxiliary method for creating a new chromosome to prevent degeneration of the population.
The proposed heuristic models and methods are the basis for the implementation of a separate module as part of the intellectual
system of medical and sociological monitoring. Testing the modified intellectual system using well-known test examples from the
machine training database and real medical and sociological data showed an increase in the training speed of the Kohonen network
with a given level of classification accuracy. Thus, the introduction of the proposed tools allows increasing the efficiency of
classification decisions without losing their level of accuracy in intelligent systems of medical and sociological monitoring.

Keywords: Kohonen neural networks; genetic algorithms for training neural networks; medical and sociological monitoring

Introduction. The computational capabilities
of modern computer systems make it possible to
collect, accumulate and analyze data on the state of
public health in the mode of medical sociological
monitoring (MSM). In MSM systems, to increase
the efficiency of making classification decisions, the
supervised training of deep neural network (DNN) is

characteristics [1-5].
Analysis  of
publications
Studies show that the input data of MSM are usually
semi-structured, as they are quantitative and
gualitative, collected from different sources,
interpreted using different and not always connected

existing  research  and

used. The creation of such a system is associated
with the need to automate the intellectual activity of
an expert sociologist in the formation of research
hypotheses about the composition of the target
audience and the adoption of a classification
decision about each respondent after processing
guantitative metrics or qualitative assessments of
socio-demographic, medical, psychophysical,
behavioural, geographical, or any other obtained

© Arsirii, O., Manikaeva, O., Nikolenko, A.,
Babilunha, O., 2020

scales, and often contradict each other. [6-7] In
addition, the process of making classification
decisions based on the processing of large arrays of
semi-structured data requires long-term work of
qualified sociological experts. Therefore, for the
input data of MSM, which are periodically updated
and replenished, obtaining a sufficient number of
such solutions (labels) in manual mode is
impossible. Therefore, in practice, MSM data are
semi-labelled (tagged) [8-9].

To quickly obtain classification decisions in the
processing of such data, semi-supervised training of
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neural networks is used, which, in addition to data
labelled for training, also uses a relatively large
amount of unlabelled data [9-10]. Studies show that
one of the most common ways to implement a semi-
supervised machine training is to use Kohonen’s
self-training (self-organization) neural network with
a competing layer on unmarked data to be added to
the training set. But in this case, it is necessary to
solve the problem of matching the existing pre-
labelled data with the so-called cluster labels [9-10]
obtained after testing the Kohonen self-organizing
network. In addition, it is known that the self-
organization of neurons in the Kohonen network
occurs according to the WTA algorithm (Winner
Takes All) [10-11], which means that the winner is
the neuron with the smallest Euclidean distance
between the input vector and the vector of its weight
coefficients. And the use of multidimensional and
semi-structured MSM data in the formation of the
training sample significantly reduces the possibility
of quick and successful (in terms of confidence
level) training of the Kohonen network using the
WTA algorithm with gradient optimization. On the
other hand, it is known that when large spaces of
admissible values of the parameters of neural
networks are studied, while the surface of the
training error has a complex relief [11], the usage of
genetic algorithms with their possibility of random
mutation for training neural networks can reduce the
negative impact of erroneous decisions the general
level of classification reliability in the intellectual
system of MSM [12-16].

The purpose and objectives of the research
Thus, to solve the problem of increasing the
efficiency of making classification decisions with a
given level of reliability of the intelligent MSM
system when processing semi-structured and -
labelled data, the development of following models
and methods is essential:

1) models for the presentation of semi-
structured and semi-labelled MSM data in the spaces
of properties and features;

2) method for matching existing pre-labelled
data with cluster labels obtained:;

3) method for adjusting weight coefficients
during the training of the Kohonen neural network
using the modified genetic algorithm.

The main research material

1. In previous studies [17-18], the authors
described in detail the results of improving the
model for representing semi-structured and -—
labelled MSM data in the spaces of properties and
features, taking into account the values, types,
formats, sources, quality assessments and
aggregation procedures for detailed data depending

on the type of property, which allowed to formalize
the process of creating educational and test samples
to automate the adoption of classification decisions.
We briefly present the following results.

Detailed data Dg, of MSM of R; respondents of
the TA target audience in the m-dimensional space
of properties is proposed to be set using the
following model:

Dp, = {V};, T, F}, 5, @y M), j = 1L,m, (1)
where: {V,,};,Tj, Fj, S, Qj, Mt; is the set of discrete
(qualitative or quantltatlve) values: type, format,
source, quality assessment, procedure for
transforming data of the j-th property, and the
number of respondent's properties — m is
significantly less than the number of respondents
analyzed —n (m < n).

In a matrix form, the training sample of MSM
data is a set of aggregated data of R; respondents of
the TA target audience and consists of labelled
training set and unlabelled training set AY%" =
Ak U AY:

Al—(XT)—([ H ‘
X1+11 X1+1q

A = @) = ( ~b
Xn1 an

where: the matrix X is a set of characteristics of the
R; respondents in the g-dimensional space of
characteristics, and the vector T is the finite set of
numbers of classes (names, labels, markers).

It is shown that the creation of the training
sample Ag, is affected by the subjective decisions of
the respondents, which depend on a hypothesis
previously advanced by an expert sociologist about
the power of many classes |T'|, and/or the decision of
the expert sociologist about the respondent's attitude
to a particular class. It has been established that the
process of making such decisions is ambiguous and
time-consuming, requires the intellectual work of an
expert sociologist and depends on the one's
qualifications. Then, in the MSM intelligent system
for constantly updated data, when constructing the
rule a:X = T in the automated mode for making
classification decisions, it is not possible to obtain a
sufficient amount of labelled data Ak.

To classify MSM data with semi-supervised
training, the authors propose first to conduct a
cluster analysis using the Kohonen neural network,
which solves the problem of partitioning the training
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sample AY*" of MSM data into non-intersecting
clusters from the Z set.

Then the resulting set of clustered data AL ™
has the form:
X11 e X1q7 |21
]l )
Xn1 - Xng ZTIz

2. In a previous study by the authors [19-23], it
has been shown in detail that the improvement of the
Kohonen network semi-supervised teaching method
due to the proposed method of matching class and
clusters labels made it possible to obtain additional
labels when creating a training and test sample to
increase the efficiency of further data classification
medical and sociological monitoring without
reducing its confidence level.

Given the models for the presentation of semi-
structured and -labelled MSM data (1)-(3), it is
proposed to automate the training process of the
Kohonen network using semi-labelled AZ%™ data
using a method that includes the following five
steps: initialization of the Kohonen network, self-
organization of competing neurons layer using the
WTA algorithm, obtaining labels of clusters Z as
elements of the original vector A&%"" matching
existing class labels with the labelled part of the
training set AL and with the obtained labels of

AR = (X, Z)

clusters, as well as the final labelling of the
aggregated data of the training set AZ%", Here is a
more detailed description of the method of matching
class and clusters labels, which requires 4-steps:

Step 1. For all examples i of the marked part A
of the training set, we form a two-dimensional
histogram D,,, (square matrix m,k = 1,p) of
pairwise coincidences of the values of the existing
labels of classes T and the obtained labels of the
clusters Z, Dy = Dy + 1, if 2™ = t¥, where
m, k = 1,p (Fig. 1).

Step 2. In cycles (row and column), we assign
the value of zeros to the elements of the D,
histogram, leaving only those that satisfy the rule:
Doy =

0
{Dmk, <r:ar):;§f("g‘rik) |m = k|max(Dmk)<>0>'(4)

The correction of the D, histogram is
performed until only one non-zero value remains in
each row and column.

Step 3. We turn the adjusted D, histogram
into the correspondence matrix of the values of class
and clusters labels M, 5y, for all examples of the

training sample A% (Fig. 1).

tk
Y t; I
Zi | Dy Dy Dip
z!_m z:_m Dml Dmk Dmp
T Z |1 28 | Doy | .| Dp Dy z
tf Zf i 211
e ES L
t zi" P [T t¥ t? z
211 Dyy 0 0
r o D
t! z:'z = .m Z:
Er D e 0
- - 4
[
z; W] W] 0
3
Y
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t! ty tf | - | @ | |
z" |z 2" |z

Fig. 1. Results of the steps of the method for matching class and clusters labels
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Step .4. We correct the vector of cluster labels Z
(3) using the correspondence matrix M), and
make a classification solution for the labelled part of
the training sample in the form:

X11 - Xag] [t1] |2
S o Y B TS
X e Xigl |tP] |2P

and pass it on to the sociologist expert for further
evaluation and interpretation.

The testing of the Kohonen network training
method using the WTA algorithm with gradient
optimization in the training samples of semi-
structured and -labelled MSM data showed that the
automated  decision-making of classification
decisions was more efficient than the manual
decision of an expert sociologist, but the

AL = (X, T, Z)(

classification accuracy, especially in cases of similar
classes, is less than 90 %.

Therefore, to increase the level of classification
reliability, it is proposed to use genetic algorithms
with the inherent possibility of random mutation for
training the Kohonen network.

3. Development of a method for adjusting
weight coefficients using a modified genetic
algorithm. To ensure a given level of confidence of
the classification of MSM data, it is proposed to
improve the self-organization stage of the Kohonen
network by using instead of the classical iterative
WTA algorithm a method of matching class and
clusters labels to assess the adaptability of the
chromosome in the population of the genetic
algorithm for each example with the training sample
AT in the form (5) (Fig. 2)

@ng the aggregated data D

v

Y

Stage 1. Initialization of the Kohonen network and the formation of
the initial population

v

A 4

Stage 2. Getting the cluster markers R* = (PI {Y"},{Z"})

v

Stage 3. The coordination of markers of classes 7" and clusters Z"

Stage 4. Evaluation of the adaptability of the chromosome in the

population

€ max number of iterations or
umber of repetitions obtain?

Is the classification
accuracy value obtain?

Yes

Stage 6. Genetic adjustment of the
Kohonen network weights

v

6.1. Selection

v

6.2. Crossover

v

6.3. Mutation

]

v

etting the classification decision
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Fig. 2. Method for adjusting weight coefficients in the process of training the Kohonen neural network
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Stage 1. Initialization of the Kohonen network
and the formation of the initial population. In
accordance with the dimensions of the features space
g and the power of the set of classes p, a competing
layer of the Kohonen network is created (Fig. 3) and,
taking into account the values of AY%" (2), the
matrix of weight coefficients W of the neurons of the
competing layer and their displacements B (6).

Input Output
(receptor) layer (computational) layer

Au

)
/
\
)

WY/
i
o8
QR
A

—— S — L -
= —uh
",rff’-— _ﬁ!‘_

Fig. 3. Structural model of the Kohonen network

W11 Wiq

(W,B) =(

Wp1 Wpql | by (6)

where:i=1,q,j = 1,p.

The formation of the initial Pl population
consists in the creation of chromosomes in the
number of N,,.

Each chromosome CHje is a vector of random
real numbers, which corresponds to individual
weighting factors and displacements: CH, =
<W,B>" h=1N,
CHy, = {wlh1 ...,Wlhq, ...,w{}l, ...,wl?q,b{l, ...,b{,‘} @)

If we represent CH,y as the set of genes
{91, --,9c}, where G =p X q + p is the power of
CH,, then the population Pl looks as follows:

CH,

Pl — cee —
CHy,

911 916

(8)

Inp1 InyG

Stage 2. Getting the cluster markers (labels)
R* = (PL {Y"},{Z"}). For solutions in the form of
cluster labels, the vectors {x;;} from the training
sample AZ%" are sequentially fed to the input of the
competing layer in the form of the population PI (8),
and the response as binary vector {ykj}h,k =
Ln,j=1,p,h=1N,, is calculated for each
chromosome CHjp. The result of the stage is the
output vector {z,;}", and the k-element value of

which is assigned the sequence number of the
winner-neuron j of the binary vector {ykj}h.

Thus, with respect to each chromosome
CHyph = 1, N, for a population Pl we obtain a set of
preliminary solutions in the following form:

R* =(PL{Y"},{z"}) =

X11 X197 [Y11 - J’1ph zi
B e e
Xn1 an Yn1 - ynp an
where: X is the set of characteristics of the

respondents R;, Y" is the binary response matrix of
the competing layer, Z" is the set of cluster labels.
Stage 3. The coordination (matching) of
markers (labels) of classes T and clusters Z" is
performed for each chromosome CHyh =1,N,
according to the developed method (Fig. 1).
Then we get:

R*™ =(PLX,T,{Z"}) =

X131 - X1q] [t1] |2 "
= ([ e L) 9)
Stage 4. Evaluation of the adaptability of the
chromosome in the population. In a cycle, based on
the existing labels of the classes T and the matched
markers of the clusters Z", for each chromosome CH,,

we calculate the accuracy of the classification (true
positive rate TPR):

TPRM = F
TP+FN

+100 %, (10)
where: TP are true positive solutions; FN — positive
solutions, classified as negative (Type Il expert error).
[24-25]

Stage 5. Checking the algorithm stop criteria.
The stopping criteria of the algorithm are:

— successful completion of training involves
obtaining the value of classification accuracy and
issuing of the classification decision;

— unsuccessful completion of training is the
exceeding the maximum number of iterations or the
maximum number of repetitions of the value of
“unsatisfactory” classification accuracy on the
differing number of the training epochs — 7000
epochs (Fig. 4a) and 1200 epochs (Fig. 4b), which
means degeneration of the population — the transition
to re-initialization of Kohonen network is performed.

If the stopping criteria are not met, the training
is not completed and we proceed to Stage 6.
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Fig. 4. Examples of population degeneration (a —

along the X and Y axes there are the number of

Stage 6. Genetic adjustment of the Kohonen
network weights consists of performing classic
selection, crossover, and mutation procedures. When
performing the selection, the population is sorted in
descending order of estimation of the classification
accuracy TPR" obtained for each chromosome CH,.
For further crossing, we determine the winner CH}"
and the vice winner CHYY Dby the criteria of
classification accuracy, and CH}\;; _1 (vice loser) and
CH}Vp (loser) for subsequent removal last ones from
the population. To perform the crossing operation, a
crossover point is determining which randomly
divides the chromosome into two parts and provides
the exchange of the chromosome genes. In our case,
the new chromosome CH}Vp (loser) will consist of the
first part of the genes CH}” and the second part of the
CHY chromosome genes, and the new chromosome
CH}(,; _1, vice versa, of the second part of the genes

1000 2000 3000 4000 5000 6000 VOOO

100

80

60

40

207

0 200 400 600 1000 1200

b
7000 training epochs, b — training 1200 epochs;
the training epoch and TPR values respectively)

800

CHY" and the first part of the genes CHY . (Fig. 5).
Mutation procedure is an auxiliary method for
creating a new chromosome. To each gene of
chromosome CH,, there is added a random number
distributed according to a uniform law:

CH*™ = CHy +
+rand(—0,05 max(CHy), +0,05 max(CHp)). (11)

Thus, a new PI™¢" population is formed, which
then passed as input data to perform the actions of
Stage 2.

The results of testing the proposed method for
adjusting weighting coefficients using a modified
genetic algorithm on a training set, generated from
the data of the classical “Fisher's Iris” problem, are
shown in Fig. 6. It is known that classes 2 and 3
intersect, and the reliability of their classification
exceeds 95 % and 90 %.

Crossover point

CHY —| gu fig Juie [ gu Gig f26 [ | fu dig s
CH"—| ga; Jzg Je | ¥ go, dog f1c gz Gzg 26
Gny Ihg Jne Jhy Irg Jne
u —
CHN:‘I Ov-11| " |On,—1g| " | Own,-L6 el g1y Hig J2c
I
C'”-""p Ow,1 Gw,g On s —» goy gag 16

Fig. 5. The crossing operator procedure
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Fig. 6. The result of testing the method for adjusting the weight coefficients of the Kohonen network using a
modified genetic algorithm
(a—TPR; b — training diagram)

Table 1 shows the comparative results on the
efficiency and accuracy of making classification
decisions according to the two proposed methods for
adjusting the weight coefficients of the Kohonen
network in the form of modified WTA algorithms

with gradient optimization and a modified genetic
algorithm  (GA). When implementing these
algorithms, the method of matching existing pre-
labelled data with the obtained cluster labels was
used.

Table 1 Efficiency of training the Kohonen network and the accuracy of classification

Efficiency of training an_d the accuracy of WTA GA
classification
The accuracy of Training 88,96 % 94,99 %
classification Testing 81,08 % 86,06 %
The number of iterations in the training of each 2650 350
feature
Time of workin Training 00:25:41 00:21:27
g Testing 00:17:22 00:15:13
Fig. 7 shows the results of calculations of the The results indicate an increase in the

classification accuracy according to the data of
medical and sociological monitoring, obtained in a
study of 1143 respondents on 114 factors within the
topic “Ukraine — lifestyle” [26]

1 0,97

0,91
0,9
0,8
0.7 0,69
0,6 nyq7 I
os LI
a b c d

Fig. 7. The accuracy of the classification

classification reliability in the automated mode by
57 % (a) as compared to the manual mode,
according to the respondent’s own decision — 69 %
(b) and according to the decision of an expert
sociologist, as well as with the automated mode
based on the Kohonen network training using the
WTA algorithm by 91 % (c), and according to the
modified genetic algorithm by 97 % (d).

Conclusions. The heuristic models and
methods proposed in the study were used to develop
the intellectual MSM system, which consists of four
subsystems: generating research hypotheses on the
composition of the target audience (social
environment), preparing and storing MSM data,
making classification decisions for
confirmation/refutation the research hypotheses, and
interpretation/assessment of the classification results
obtained. [17-23; 26].
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The basis for the development of subsystems
for the preparation and storage of MSM data
includes models for the presentation of semi-
structured and -labelled MSM data in the spaces of
properties and features, taking into account the
values, types, formats, sources, quality assessments
and aggregation procedures as applied to the features
of detailed data, which allowed to formalize the
process of creating an training and testing samples
for further use of the Kohonen network.

The creation of a classification decision making
subsystem for confirming or refuting hypotheses for
studying MSM data was based on machine training
of the Kohonen network, which was implemented
using two developed methods: matching existing
pre-labelled data with obtained cluster labels and
adjusting weight coefficients in the process of
training the Kohonen neural network by using
modified genetic algorithm.

The research results indicate that the use of the
heuristic method of adjusting weight coefficients
allows increasing the learning speed of the Kohonen
network by 16-20 % while maintaining the specified
level of classification accuracy in the context of the
data from machine training archives, depending on
the power of the sample. At the same time, the
classification accuracy level increased by 6 % in the
training sample and by 5 % in the test one [27].
Testing on MSM data showed that the use of the
heuristic method for adjusting the weight
coefficients of the Kohonen network using a
modified genetic algorithm with a training sample of
1200 examples allows increasing the learning speed
by 16 % and the classification accuracy by 6 %
compared to using the modified WTA algorithm.
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EBPICTUYHI MOJIEJII TA METO/IA 3ACTOCYBAHHA HEMPOHHOI
MEPEXI KOXOHEHA B IHTEJIEKTYAJIbHIA CUCTEMI
MEJIUKO-COHIOJOI'TYHOT'O MOHITOPHUHIY

Anomauia. B cucmemax  MeOuKo-cOYiONO2IYHO20 ~ MOHIMOPUHZY Onsi  30LMbUIeHHS — ONEPAMUSHOCI  NPULHAMMS
KAACUDIKAYIUHUX PIUEHb GUKOPUCTIOBYIOMb MOICTUBOCMI HABUAHHS 2TUOUHHUX HeUpOHHUX 3i euumenem. Ane OawuHi, wo
HAKONUYYIOMbCA 6 NpOYeci MOHIMOPUH2Y € CIaOKO CMPYKMyposaHumy ma mapkosanumu. Lle 3nauno 3uugicye weuokicms ma
nioGUWYE NOMUIKY MAWUHHO20 HABYAHHA 3i guumenem. B pobomi 3anpononosani espucmuyni mooeni ma memoou 3acmocy8aHHs
mepedci Koxonena ons 36invuienns weuoKocmi HAGYaHHs 3 YACMKOBUM 3ANYHYeHHAM uumens 6e3 empamu pieHs 00CMOGIPHOCH
Kaacugikayii Oanux 6 IHMeNeKMYaIbHUX CUCMEMAX MeOUKO-COYION02IYH020 MOoHImopunzy. A came YOOCKOHANeHi Mooeli
npedcmasnents crabko CMpPYKMypoBaHux ma MApPKOGAHUX OQHUX MeOUKO-COYION02IMHO20 MOHIMOpUney 8 Nnpocmopax
sracmugocmell ma O3HAK 3a PAXyHOK Gopmanizayii npoyedypu azpeeayii 0emanizo8anux 0aHux, a MaKo’c Memoo HAGUAHHS MepPexiCl
Koxonena 3 wacmkosum 3anyuennam euumens 3 GUKOPUCIAKHAM MEMOOY Y3200)CeHHS HAAGHUX NONEPEOHbO MAPKOBAHUX OAHUX 13
OMPUMAHUMU MapKepamu Kiacmepie o3Hax. Kpim moeo ompumas nodanvuiuii po3eumox Memoo KOpe2y8anHs 6a208ux Koepiyicumie
6 npoyeci HaguyanHs HeupoHHoi mepedci Koxonena 3a paxyHoKk 6UKOPUCMAHHA MOOUDIKOBAHO20 2eHEMUUHO20 ANOPUMMY Ol
Kaacugixayii  0anux mMeouKo-coyionoziuHozo MOHImopuuzy. 3anponoHosana Mooudikayis 2eHemuyHo20 AN0pUMMY NOAAAE Y
BUKOPUCTAHHI MeMOOY V3200)CEeHHA MAapKepie KIAcig ma Kiacmepié npu po3paxy8aHHi OYIHKU NPUCMOCOBAHOCTI XPOMOCOM 8
nonynayii, AKa 2eHepyemuvCsa 0N KONCHO20 NPUKIAOY i3 HAGUANbHOI GUOIPKU OAHUX MEOUKO-COYION02i4H020 MOHImopuHay. /s
OYIHKU NPUCTNOCOBAHOCME XPOMOCOM 3ANPONOHOBAHO PO3PAX08Y8amu NOGHOMY Kiacuixayii, AK GIOHOWIEHHA KiIbKOCMI
npeoCMAasHUKi6 NO3UMUSHO20 KIACY, AKUX 3HAUOEHO 00 YCIX NpeOCmAsHuKie nosumueHoz2o kaacy. IIpu eukonauHi npoyeoypu
cenekyii Ha OCHOBI OMPUMAHOL OYIHKU NPUCMOCOBAHOCIE 0OUPAEMbCS NO 08I HAUOLTbUL («nepeModiCceyby Ma «8iye-nepemodceyspy)
NPUCMOCO6AHI  XPOMOCOMY, AKI CXPewyiomvcsa mMa HaMenul («Iy3epy ma «siye-iy3ep») HPUCMOCO8AHi XPOMOCOMU  AKi
suoansiomovcs. Cxpewysanhs peanizoeano AK OOMIH 2eHAMU MIdNC XPOMOCOMAMU «NepeModceyby ma «Biye-nepemostceyvy 3
8PAXYBANHHAM BUNAOKOB0 0Opanoi mouku Kpocuneosepy. Ilpu mymayii 00 KOMHCHO20 2eHY XPOMOCOMU O00AEMbCA BUNAOKOBE YUCIIO,
po3noodinene 3a PIBHOMIDHUM 3AKOHOM, WO € OONOMINCHUM MemoOoM OJid CMEOPEHHA HOB0I Xpomocomu Oisi 3anobicaHHs
BUPOOIHCEHHA Nonyaayii. 3anponoHo8aHi epucmuyHi mMooeni ma Memoou € OCHO80I0 OISl peanizayii oKpemozo Mooyaa y CcKiaodi
IHMeneKmyanpHoi  cucmemu MeOUuKo-coyiono2iuHo20 MOHImopuney. Anpobdayia MoOu@ikoganoi inmenekmyanibHoi cucmemu Ha
BI0OMUX MECMOBUX NPUKNAOAX i3 6a3u OaHUX MAWUHHO20 HAGUAHHA MA PeanbHUX MeOUKO-COYION02IMHUX OaHUX NOKA3Ana
niosuwyeHHs weuoKocmi Haguanus mepedci Koxonena i3 3abe3neueHuam 3a0ano2o pieHs 00cmogipHocmi Kiacugikayii.

Knrouosi cnosa: muetiponni mepesci Koxomena; eememuuni ancopummu 0N HAGUAHHA HEUPOHHUX MEPEXC, MeOUKO-
COYIONOTUHULL MOHIMOPUHE
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3BPUCTHYECKHUE MOJIEJIA U METO 16l IPUMEHEHUS HEWPOHHOM
CETH KOXOHEHA B UHTEJLJIEKTYAJIBHOM CUCTEME
MEJUNKO-COLUOJIOI'NMYECKOI'O MOHUTOPUHI'A

Annomayun. B cucmemax meouxo-coyuonocuueckoeo MOHUMOPUHed ONsi  VBEAUYeHUs: ONEPaAmuEHOCIU  NPUHAMUSL
KAACCUGDUKAYUOHHBIX PeuleHUll UCTIOAb3YIOM B03MONCHOCU 00YyUeHUs 2TYOUHHBIX HelpoHHbIX ¢ yuumenem. Ho daunvie, komopule
HAKANIUBAOMCs, 68 Npoyecce MOHUMOPUHEA AGIAMCA CAAO0 CMPYKMYPUPOBAHHBIMU U MAPKUPOBAHHBIMU. DMO 3HAYUMETbHO
CHUdICAem CKOPOCMb U NOGbluuaem OWuOKy MAuUHHO20 00yuenus ¢ yyumenem. B pabome npednodcenvl 38pucmuueckue mooenu u
Memoovl npumenenust cemu Koxomena ons ysenuuenus ckopocmu oOyueHUss ¢ YACMUYHbIM Npueieyenuem yuumens 6e3 nomepu
VPOBH3L 0OCMOBEPHOCIU KAACCUDUKAYUU OAHHBIX 6 UHMEIEKMYAIbHIX CUCMEMAX MeOUKO-COYUON02UHeCKO20 MOHUmMopunad. A
UMEHHO YCOBEPUIEHCB08ANHbIE MOOeNU NPeoCmagienus Cciabo CmpyKmypupoSanuvlx U MAPKUPOBAHHLIX OAHHBIX MeOUKO-
COYUONO2UYECKO20 MOHUMOPUHSA 8 NPOCMPAHCMBAX CGOUCME U NPUHAKOS 3a cuem opmanuzayuu npoyedypvl dazpeayuul
0emanu3upo8aHHbIX OAHHbIX, A MaKdxHce Memoo o0yyenus cemu Koxonena c yacmuunvlm npugneueHuem yuumens ¢ UCnOIb308aHUEM
Memooa Co2NACO8ANHUL UMEROWUXCS NPe08APUMENbHO MAPKUPOBAHHBIX OAHHBIX C NOTYYEHHbIMU MAPKEPAMU KIACMEPOS NPUSHAKOS.
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Kpome mozo nonyuun danviretiuiee pazgumue mMemoo KOPPEeKmMupOSKU 8eCO8bIX KOIDPuyuenmos ¢ npoyecce 00y4eHuss HeUpOHHOU
cemu Koxonena 3a cuem ucnonv3oeanusi MOOUDUYUPOBAHHO2O 2EHEMUYECKO20 ANOPUMMA OJisl KIACCUDUKAYUU OAHHBIX MEOUKO-
coyuonozuuecko2o mMoHumopunea. Ilpeonoscennas MoOupuUKayusi 2eHemuyecKo2o aicopumma 3aKuiouyaemcsi 6 UCHOIb308AHUU
Memooa co2naco8anls MapKepo8 KIACCO8 U KIACMEPOs8 NPpu pacyeme OYeHKU NPUCnocobieHHOCU XPOMOCOM 8 NONYISAYUU, KOMOPAst
2eHepupyemcs 011a Kaxc0020 npumepa c¢ obyyaroweli 8bl00PKU OAHHBIX MEOUKO-COYUONO2UYECKO20 MOHUmMOpuHea. /nsa oyenku
APUCNOCODIEHHOCIU XPOMOCOM NPEOIONCEHO PACCHUMbIBAMb NOIHOMY KAACCUGUKAYUU, KAK OMHOULeHUe Yucia npedcmasumeineti
NONOJACUMENbHO20 KACCA, KOMOpble HAUOEeHO KO 6ceM NpeoCmagumensim Noaodicumenvhozo kiacca. Ilpu evinonnenuu npoyeoypol
ceneKyuu Ha OCHOBe NOJYYEeHHOU OYEHKU NPUCNOCObIeHHOCmuU u3bupaemcs no dee Hauboaee («nobedumensy u «guye-nobeoumensy)
NPUCNOCODIEHHbIE XPOMOCOMbL, KOMOPble CKPeWUBaOmes U HaumeHee («1y3epy U «guye-iy3ep») NPUCNOCOOIEHHbIE XPOMOCOMbL
xomopute yoansomest. CKkpewusanue peaiuzo8ano KaKk 0OMeH 2eHaMu Mencoy XPOMOCOMAMU «NOOeOuUmenby u « guye-nooeoumensy
€ yuemom CIy4atno eblOpaHHol mouKku Kpoccunzosepa. [lpu mymayuu Kk Kaxcoomy 2eHy XpomMocomvl 000a6Isemcst CYyYaHoe Yucio,
PAacnpeoesieHHoe no PAGHOMEPHOMY 3AKOHY, YMO AGNAeMCs 8CHOMO2AMENbHbIM MEMOOOM OJsi CO30AHUsL HOBOU XPOMOCOMbL OJist
npeoomspawyenus  8blpodXcOeHuss nonyaayuu. Illpeonoscennvie 38pucmuyeckue Mooeiu U Memoosvl AGIAIOMCA OCHOB0U Ol
peanusayuy omoenbHo20 MOOYIsi 8 COCMABEe UHMELIEKMYANIbHOU CUCTEMbL MEOUKO-COYUONOSULECKO20 MOHUmMOopuHea. Anpobayus
MOOUDUYUPOBAHHOU UHMENNEKNYANbHOU CUCMEMbl HA U3BECTNHBIX MECMOBbIX NpUMepax, u3 6asvl OGHHbIX MAUWUHHO20 O0YYeHUs U
PeanbHbIX MeOUKO-COYUONOUNEeCKUX OAHHbIX, NOKA3aAd NogvluieHue ckopocmu obyuenus cemu Koxomwena c obecneuenuem
3A0aHHO20 YPOBHS O0CIMOBEPHOCMU KIACCUDUKAYULU.

Knrouesvie cnoga: neiiponnvie cemu Koxomena, cememuueckue ancopummvl Ois 00yueHUs HEUPOHHBIX cemeli, MeOuKo-
COYUONO2UYECKUTI MOHUMOPUHE
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