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ABSTRACT

An information technology for the automated assessment of the has been developed wear level has been developed. Information
technology is based on the analysis of acoustic fields accompanying a shot. The acoustic field of the shot consists of a ballistic wave
accompanying a projectile flying out at a supersonic speed, and a muzzle wave generated when propellant gases are ejected from the
barrel. The parameters of the ballistic and muzzle waves depend significantly on the level of barrel wear. This makes it possible to
construct an automatic classifier of the barrel wear level based on the analysis of informative features of acoustic signals recorded by
microphones near the weapon's firing position. The information technology is based on a binary SVM classifier. A set of records of
acoustic fields of shots was synthesized on the basis of real signals recorded when firing a 155 mm howitzer. From the set of records,
a training and test set of information features were formed for training the classifier and assessing its quality. Methods of preliminary
data normalization of training and test samples are investigated. A technique for optimizing the classifier hyperparameters with
instance cross-validation has been developed. The technique is a two-stage method for finding the optimal values of
hyperparameters. In the first stage, the search is performed on an exponential decimal grid. At the second stage, the optimal values of
hyperparameters are refined on a linear grid. A method for the binary classification of artillery barrels according to the wear level has
been formulated. Checking the classifier on a consistent test sample showed that it provides the correct classification of barrel wear
with a probability of 0.94. An information technology has been developed for classifying artillery barrels by wear level based on the
analysis of acoustic fields of shots. Information technology consists of three stages: data preparation, construction, training an
optimization of the binary SVM classifier and the operation of the binary SVM classifier. A field experiment was carried out, which
confirmed the correctness of the basic scientific and technical solutions. An automated system has been developed for classifying
wellbores by wear level.
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1. INTRODUCTION

Barrel artillery was and continues to be one of
the main components of the armed forces of the
state, ensuring its security and sovereignty. Modern
barrel artillery systems are complex technical
systems capable of performing combat missions
similar to those of missile systems, but with fewer
resources and in a shorter time [1-2]. Analysis of
military conflicts in recent decades shows the ever-
increasing role of artillery units. The world
experience of local wars and armed conflicts of the
last decade of the XX century and two decades of
the XXI century, and in particular, the experience of
combat activity within the anti-terrorist operation
zone in the east of Ukraine, suggests that up to 80 %
of the volume of tasks to fire damage the enemy was
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assigned to field artillery [1]. One of the main points
in the technical support of artillery units is the
diagnostics of their materiel. The required
effectiveness of the combat employment of artillery
can only be achieved with proper diagnostics of the
materiel of the artillery systems [3-4]. Modern
information technologies and computing capabilities
can provide a designated person making a decision
about the state and life of a gun barrel with detailed
measuring and diagnostic information [5]. The barrel
is one of the main units in present-day artillery
systems. It is a part of an artillery gun designed to
direct a shell during shooting and impart the
required velocity to it [6]. While firing, the barrel is
subjected to enormous dynamic loads and therefore
wears out. The state of the barrel largely determines
the combat qualities of the weapon as a whole.

The barrel wear refers to all irreversible changes in
the surface of the gun bore caused by the impact of
shots on it and entails a decrease in the fighting
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qualities and effectiveness of the use of the gun [7].
Ultimately, wear can be considered as an integral
process leading to the final result — a decrease in the
initial velocity of the shell and an increase in its
dispersion from shot to shot as a random variable
[8]. Timely assessment of the level of barrel wear is
not only a military-applied, but also a serious
economic problem, since the cost of a modern gun
barrel is up to 20-30 % of the cost of the entire
artillery piece, and barrel failure is accompanied by
serious economic losses. Therefore, the development
of new technologies for assessing barrel wear is an
urgent scientific and practical task.

2. THE REVIEW OF THE ISSUE

Known methods for assessing barrel wear can be
divided into two classes: classical methods and
methods using modern technologies. The simplest, but
still most popular in troops, is the method of firing at
vertically mounted shields at a distance of 40-60 m, in
which oval holes appear [6]. If the ovality of holes as
the ratio of the long axis length to the short axis length
of at least one hole exceeds 1.5, the barrel is rejected.
The method is empirical, theoretically insufficiently
substantiated, and the obtained estimates of wear are
very approximate.

Another group of classical methods are
instrumental methods associated with a physical
examination of the inner surface of the barrel in order
to assess wear [9-10]. The oldest method of bore
surface examination is a mechanical inspection. When
examining barrels in such way, control discs or other
calibrated templates are inserted into the bore from its
breech end. When using mechanical measuring
instruments for assessing wear, the subjective aspect is
of great importance — the qualifications of the operator.
In addition, such methods of instrumental wear control
are characterized by high labour intensity and
insufficient accuracy [11]. Calculation methods for
assessing wear are based on calculating the residual life
of the barrel according to statistical models and the
history of the weapon's combat use (the number of
shots, the charges and ammunition used) [12-13].
Calculation methods are rather laborious [13],
however, the reliability of the results in relation to a
specific cannon has not been confirmed [10].

More modern technologies for assessing barrel
wear, which are actually information technologies,
are based on assessing the state of the barrel by
accurately measuring muzzle shell velocity by
means of specialized radar devices — ballistic radar
stations (BRS) or artillery ballistic stations (ABS) or
muzzle velocity radars (MVR) [14-15]. BRS are
centimeter-band Doppler radars [15]. These
technologies provide the high accuracy of

operational measurement of the initial velocity, but
they have a number of disadvantages, the main one
of which is the high cost of the set of equipment [16-
17]. Their high expense is the main obstacle to the
massive introduction of the radar in the field troops.
On the other hand endoscopes are modern
technology for assessing the level of barrel wear.
Endoscopes make it possible to study in sufficient
detail the state of the bore, present its image in any
projection [18] and quantitatively  process
measurements [19]. Endoscopic technologies for the
control of barrels have been raised to a robotic level
[20]. These technologies allow obtaining complete
and accurate information about the degree of wear of
the bore, but their disadvantages are also the high
cost of equipment and high labor intensity.

Analysis of literature data [1-20] makes it
possible to establish the following. The existing
technologies for assessing the degree of wear of
artillery barrels are diverse, however, those that are
available for widespread use in filed troops can be
considered ideologically outdated, with low accuracy
of assessment and practically unsuitability for
automation. On the other hand, technologies based on
modern methods of processing measurement
information require expensive equipment, which is an
obstacle to their practical implementation in military
units. In [21-23], the characteristics of acoustic signals
arising during the firing were analyzed. So, in [21], the
characteristics of a ballistic wave from an artillery shot
are investigated, article [22] is devoted to recognizing
the caliber of a howitzer by acoustic signals of a shot,
and in [22-23], the results of assessing the location of
an artillery firing position by an acoustic method are
given. Although works [21-23] do not directly address
the issue of assessing barrel wear, they served as a
prerequisite for research in this direction. In [24-25], a
simple, low-cost and effective principle of assessing
the state of artillery barrels from the acoustic field
created by a shot is proposed. The acoustic field of the
shot consists of a ballistic wave and a muzzle wave, the
formation process of which is shown in Fig. 1. Ballistic
wave is a shock wave (SW) created by a shell flying
out of the barrel at supersonic speed, the center of
which moves with the shell. SW can be registered
inside the Mach cone [25]. A muzzle wave (MW) is
created in the process of expansion of high-pressure
gases when a shell leaves the barrel. The acoustic
signal of muzzle wave propagates at the speed of
sound from the muzzle of the gun barrel into the
environment. It is shown that the parameters of BW
and MW significantly depend on the level of barrel
wear. This makes it possible to create an automatic
classifier of the state of the barrels according to the
parameters of the acoustic signals recorded when firing
from the cannon.
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Fig. 1. The process of sound production when
firing a 152 mm cannon 2A36 “Hyacinth-B”
(author's video filming):

1 —shell; 1a — Mach cone, accompanying the shell;
2 — frontal emissions of powder gases; 3 — lateral
emissions of powder gases through the compensator
holes (muzzle brake) of cannon

However, in [24-25], the principle of
diagnostics of the barrel is presented at a general
level and has not been sufficiently studied in
practical terms. A detailed study of it became the
content of this article.

3. THE PURPOSE AND OBJECTIVES OF
THE STUDY

The purpose of the study is to develop
information  technology for the automated
classification of barrels by wear level based on
acoustic signals of shock and muzzle waves
accompanying an artillery shot.

To achieve the goal, the following tasks were
solved:

— development of a method for binary classification
of artillery barrels by their wear level,

— construction of information technology for
classification of barrels;

— development of a scheme for an automated system
for technical diagnostics of the state of the barrels
according to a selected set of informative signs.

4. MAIN PART
4.1. Computer experiment

A large-scale computer experiment was
prepared to test the possibility of automated
classification of barrels. When solving the problem
of automatic diagnostics of objects, in the general
case, it is difficult to form a balanced sample of
characteristics of serviceable and unserviceable

objects (faulty objects are much less common than
intact ones). Therefore, to study the issue of
automatic classification of artillery barrels by the
method of a computer experiment, a simulation set
of records of acoustic fields from shots was
generated. The basis for the imitation set was chosen
from full-scale recordings of acoustic signals
recorded during the firing of the M109A3GN
howitzer [26]. From real digitized recordings of
signals, a set of 300 classified recordings was
formed, simulating acoustic signals from artillery
shots in real conditions. At the same time, acoustic
signals were artificially synthesized, simulating
shots from barrels with wear.

Additionally, the concept of the barrel wear
coefficient was introduced:

n=V IV,0<np<1, (1)

where: V' is the initial velocity of the shell fired
from the barrel with wear; v — is the conventional
tabular value of initial velocity of the shell for a
given type of cannon, barrel, shell and charge.

The threshold minimum value # when
synthesizing records was taken equal to 0.9 and for
each record, it was chosen at random. To synthesize
a specific record simulating a barrel with wear, the
value of the barrel wear factor was taken equal to #;
=rand [0,9; 0,95], where ie[1,N],Nis the total
number of records in the simulation set. In addition,
during the formation of a set of imitation records,
were modeled such phenomena as wind noise on the
recording microphones (in the form of a model of
additive pink noise) and the reverberation of
acoustic pulse signals in the surface layer of the
atmosphere. The method for synthesizing a set of
records is described in detail in [24]. Each record
contained areas containing SW and MW signals
using the Price-Urkowitz’s energy detector [27].
Further, informative signs (IS) were identified that
characterize SW and MW for barrels without wear
and barrels with a certain level of wear.

IS were allocated for SW (SW index) and MW
(MW index) in three domains: in the time domain
(time index), in the frequency domain (freq index)
and in the domain of cumulate parameters (higher-
order spectral moments characterizing the fine
structure of impulse signals) (freg_cum index) [28-
29]. Thus, for each record, 6 subsets of informative

signs (1) {1550 | (1S | {1Sqwa"" | {1k}

A1sii ) {1Sea ™} Ji=1,N with cardinalities:

card { ISéWfi} = ,card{lssf\;\ff'i} =2,

card{lssfm—cum} =2, card{lsm,e,i} -4,
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card{IS,\f,,r\‘ff’i} =2, card { IS,\f,lr\i?’i—cum} =2 :

respectively, were obtained. The complete set of
informative signs (15):

{|Si}={Isgvmv%i}u{lsgx‘?‘i}u{|sgxf}i_cum}U
ofisie o lisge o {is e,
card{IS;} =15. The generated sets of informative

signs made it possible to conduct a computational
experiment to confirm the possibility of classifying
barrels by wear level and to evaluate the
classification quality indicators.

In what follows, since the classification results
are binary, as the only indicator of the classification
guality was chosen the assessment of the probability
of correct classification, which was estimated as
= N*/Nys, 0

pCOI’I’

where: N *— is the number of objects correctly
assigned to the corresponding class;
N+¢ — the total number of the test sample.

4.2. Development of a method for binary
classification of artillery barrels by the wear level

4.2.1. General formulation of the problem of binary
classification using an SVM classifier

The main task of the binary classification as
applied to the diagnosis of artillery barrels by the
level of wear is to determine, by a set of informative
signs of acoustic signals from barrels shots, whether
a given barrel is suitable for operation or its wear
exceeds the permissible level.

The mathematical formulation of the binary
classification problem looks as follows. There is a
set X € R"which is the space of objects (in our
case, the objects are barrels described by informative
signs of shots from them) and Y — a set of class
names.

X is an m-dimensional vector:

VeX:ix=(x%...,x"), (3)
where x' e R™,Vi=1,m.
In our case, m=card{1S,;} =15 is the dimension

of the sign-oriented description of the acoustic
parameters of each shot. The set of Y classes
contains 2 elements — a serviceable barrel / an
unserviceable barrel (formally described as 1 and —

1), ie. Y ={+1,-1}. There is some dependence
y: X — Y, the values of which are known only for
the objects of the training sampley, = y"(x,). It is
required to construct a classification algorithm

a:X —Y, that extends this dependence to the
entire space X. With this, it is required to minimize
the number of errors made by the algorithm on the
training sample.

Modern machine learning theory represents a
wide range of information technology for
classification tasks [30] it should be noted that the
choice of classification technology is not a simple
problem. In particular, Wolpert’s No Free Lunch
Theorem is well known [31], from which it follows
that there is no universal classification algorithm. If
the classification algorithm a, is more efficient than
the a, algorithm in solving a certain problem, then
there definitely should be a problem for which the
a, algorithm is more efficient than the a; algorithm.
To solve the problem, the support vectors machine
(SVM) proposed by V. Vapnik [32] was chosen.
Today SVM classifiers are rapidly gaining
popularity, successfully competing with other
verification methods, in particular with neural
networks. This is evidenced, for example, by
Google's citation information: as of 01.07.2020, the
fundamental work of V. Vapnik [32] was cited in
scientific publications 83327 times. SVM classifiers
are characterized by fairly high resistance to the
statistical characteristics of the original signs
vectors. At the same time, SVM classifiers look
more preferable in comparison, for example, with
neural network classifiers — in  practical
implementation, instead of a multiextremal problem
(with the probability of reaching a local extremum),
they solve a quadratic programming problem that
has a unique solution. In addition, the separating
surfaces of the SVM classifier solutions have higher
separating capabilities by maximizing the width of
the separating strip. This makes such classifiers
promising in terms of computational efficiency and
accuracy. The essence of the SVM method is
reduced to the problem of separating vectors by
belonging to one of the two classes, i.e. to the
problem of finding a separating hyperplane of
dimension (m-1) [33]. For a two-dimensional case,

the problem is usually considered graphically
(Fig.2). Here, two-dimensional objects of
classification of two different classes are

conventionally shown in red and blue.

The purpose of the SVM algorithm is to
construct a hyperplane based on data of the training
sample that will separate the elements of the two
classes in an optimal way (surface 1 in Fig. 2).
There can be a set of separating hyperplanes, so it is
necessary to choose one optimal one among them.
To assess the optimality of a hyperplane, the concept
of a “margin” is introduced [34]. This is a
characteristic that evaluates how much an object is
“immersed” in its class and how typical it is for such

120

ISSN 2617-4316 (Print)
ISSN 2663-7723 (Online)



Applied Aspects of Information Technology 2020; VVol.3 No.3: 117-132

one. The smaller the margin value, the closer the
object comes to the class boundary and the higher
the probability of error becomes. The margin is
negative if and only if the algorithm makes an error
on the object. The way to construct it is to parallel
shift the original hyperplane in both directions until
it intersects the first vectors of each class. These
positions of the hyperplane will be the boundaries of
the margin. It is clear from Fig. 2 that such a margin
for any hyperplane can be constructed uniquely.
When implementing the SVM method, it is believed
that maximizing the margin between classes
separated by a hyperplane contributes to a more
confident classification. Such a hyperplane is called
the optimal separating hyperplane.
X?

A

S~/

~
~
VAR
~
~

/ RN
7 b/w]

Fig. 2. Graphical representation of the SVM
classifier in two-dimensional space

Let us denote the training data as:

(X, k1, i=1nk e{-1,+1}, 4

where x,— are the elements of the sign-oriented

description.

Suppose that there is a hyperplane separating
data of two classes (positive and negative).

Points x,, lying on the hyperplane satisfy the
condition:

<W,X>+b0:O, (5)

where: w — is the perpendicular to the separating
hyperplane (Fig. 2);
b, — auxiliary parameter (shifting of the hyperplane

Support vector machine constructs a classifying
function F in the form

F(x) = sign({w,x)+b, . (6)

Objects for which F(x)= 1, fall into one class,
and objects with F (x) = —1 fall into another. Let x*

and x~ — be two points from different classes having
the smallest distance from the separating hyperplane
to the closest point of the corresponding class of the
same name. It is believed that x™and x~ lie on the
border of the “separating” strip, the width of which
is defined as (x"+x7). The problem of optimal

separation in this case is reduced to finding
“support” vectors and hyperplanes closest to the
support vectors of two classes and parallel to the
optimal separating hyperplane.

It can be shown that these hyperplanes are
described by the equations:

<W,X>+b0 =1 nna k, =+1, (7a)

u <W,X>+b0=—l sk, =-1. (7b)

If the training sample is linearly separable, then
the hyperplanes are chosen so that no points of the
training sample lie between them, and then the
distance between the hyperplanes (separating margin
M in Fig. 2) is maximized.

For vectors belonging to different classes, the
following restrictions are valid:

<W,X>+bO >1 s k, =+1, (8a)

(8b)

Hu <W,X>+b0£—l ik, =-1.

The points satisfying inequality (8a) lie on the
boundary of the strip H; with the normal line w
perpendicular from the origin1-b,/|w| , and the
points satisfying inequality (8b), lie on the boundary
of the strip H, with the opposite normal line w and
perpendicular from the origin —1-by, /|w| . They are
called support vectors (in Fig. 2 marked with
squares). Thus, “x=x"=1/w and the width of the
separating stripe is also equal to 2/w [34].

The construction of an optimal separating
hyperplane is reduced to a quadratic programming
problem, i.e. minimization of a quadratic form under
n inequality constraints with respect to variablesw ,
by :

(w,w) - min,

. ©)
relative to the origin); Lk ((w, %) =by) =Li=1n

‘bo /||w|”f perpendicular to the hyperplane, dropped

from the origin.
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By the Kuhn-Tucker Theorem [35], this
problem is equivalent to the dual problem of finding
the calculus saddle point of the Lagrange function:

L(w,b,,%)=0,5(w,w)+

+z A (ki (W, %) —by) 1) - min max.

i=1 w,by A
A=0/i=1n, (10)
4 =0,8;8k ((w,x,)~by),i =1,n, (11)
where A =(4,4,,..,4,)is the vector of dual
variables.

In practice, cases of linear data separability by a
hyperplane are quite rare. More often it is necessary
to classify linearly inseparable objects (and the
barrels classified in our task are no exception). To
generalize the SVM algorithm to the case of linear
inseparability, the assumption of the appearance of
an insignificant amount of errors on the training
objects (penalty) is introduced, which allows to
soften the constraints (10-11). A set of additional
variables & >0 is introduced, characterizing the

magnitude of the error of informative signs on the
classified objectsx,,i=1,n . If & =0 , then there is
noerroron x,, if 0<¢ <1, thenthe object x; falls

inside the separating strip, but is correctly classified
by the support vector machine if an error is made in
x, [33].

With the introduced assumptions, system (9)
can be rewritten as:

O,5<W,W>+Czn:§i - min,

(e} °

21— g)u_ln ,

k; (12)
&=20/i=1Ln

where C is the “control” parameter of the method,
which allows to find a compromise between
maximizing the separating strip and minimizing the
total error.

The Lagrange function for this problem has the
form:

L(w,by.& 4,m)=0,5(w,w)-

—iﬂi(ki(<w'xi>‘bo)‘1)‘ (13)
—Zn: & (4 —n; -C),

where n=(n,,7,,...,71,)is the vector of variables,
dual for g =(&,¢,,...,&,).

Another way to solve linearly inseparable
problems is as follows. All elements of the training
set are embedded in the space H of a higher
dimension using a special mappingkrni(s,). If the
space H has a sufficiently high dimension, then there
is a high probability that the sample in it will be
linearly separable. In the space H vectors of the
sign-oriented description of objects x, are replaced

by vectorskrnl(x,), and the construction of the

support vector machine itself is carried out similarly
to that described above [33].

In this case, the classifying function F takes the
form:

F (x) = sign({w,krnl(x)) +b) . (14)

The function krnl(x,x") called the kernel of the

classifier. From a mathematical point of view, the
kernel can be any positive definite symmetric
function of two variables. Positive definiteness is
necessary for the corresponding Lagrange function
in the optimization problem to be bounded from
below, i.e. the optimization problem would be well
defined. The accuracy of the classifier depends on
the choice of the kernel. In practice, various kernels
are most often used; the most popular is the kernel

12
krnl(x,x") = e 71

radial kernel.

The very first attempts to separate the training
set into barrels without wear and barrels with wear
in our problem showed that the sets are not linearly
separable, and then a Gaussian kernel was used, with
which the sets were easily separated.

,72>0 or so-called Gaussian or

4.2.2. Data normalization

The SVM method is very sensitive to data
scaling (normalization). If the data is not
normalized, then the wvector of signs with large
deviations from the mean values of the coordinates
will affect the classifier too much. Therefore, it is
common practice to convert signs so that the final
data presentation is more suitable for the correct
operation of the classifier [34-35]. Indeed, in our
case, the informative signs describing the state of the
artillery barrel represent the values of physical
quantities that are different in nature and dimension,
the range of values of which is quite different.
Analyzed 6 methods of normalization of data sets X
[36] for subsequent SVM classification.

1) Normalization with zero means value

The zero mean normalization method is based
on mean and standard deviation.

The standard deviation is calculated as follows:
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I N Tt
Xsg = L%N _l)é (Xi = Xinean) J )

where x ... is @ mean value.

(15)

XI _ Xi ~ Xinean

i
Xstd

2) Sigmoid normalization

Scaling non-linearly converts the input data to
the-1 to 1 range using a sigmoid function:

(16)

where a = X ™ Xnean. :
Xstd

Data that is within the standard deviation of the
mean is displayed in a nearly linear area. The outlier
points, on the other hand, draw together along the
tails of the sigmoidal function. Sigmoidal
normalization is especially effective when you have
outlier points that should be included in the dataset.
This prevents the most common values from being
compressed into considerably the same ones without

losing the ability to store very large outliers.
3) Softmax normalization
The method “softly” tends to its maximum and
minimum values, never reaching them:
1 (17)

X

Tlte”
where a is the same as in expression (15).
The transformation is relatively linear in the

Normalization is done by moving the decimal
point. The number of decimal places to move
depends on the maximum absolute value. This type
of scaling converts the data to the interval [-1, 1].
Conversion formula:

. X.
X, = ——, 20
' 10’ (20)
where j is the smallest integer, such
what max(|x|<1) . This scaling is useful when

feature values are significantly greater than 1 in
absolute value.

6) Normalization by max value
In this method, the normalization equation is:

Xi = = Xpnax» Xmax = Max X; .

1<i<N
Xmax

When the maximum positive value is too small
and the minimum negative value is too small, for
example, the range of values for a characteristic
(0.1; -10), you can increase the difference, but the
range of normalized values can be larger.

All normalization methods are verified for
classification error and counting time by cross-
validation on a sample of data. The results are
shown in Table 1.

Before classification, minmax normalization
was further used as providing the best classification.

(21)

Table 1. Comparative analysis of performance
normalization methods

midrange and has smooth non-linearity at both ends. Probability
The full range of the output data is from 0 to 1, and 4 Normalization f ¢ Counting
the transformation ensures that none of the values method © cf*o_rre(_: time, s
are outside this range. classification
4) Minmax normalization o
The transformation performs a linear 1 | No normalization 0.58 0
transformation of the original data x into a specified Normalization
interval (New,,, New,,): 2 | with zero mean 0.67 38.8
Xi = Newmin + (Newmax — NeWmin) . M 18 Value
X ax Xmin ! ( ) SlngId
3 . 0.65 4.2
normalization
X = MAX X, X, = Min, . (19) Softmax
L= 1<i<N 4 . 0.62 37.7
_ normalization
This method scales the data from (x,,.,X,..) 10 Minmax
(New,, ,New, ) proportionally. The advantage of 5 | Lormalization 0.73 25.4
this method is that it accurately preserves all data . .
value relationships. This scaling is useful when the 6 | Decimal scaling 0.64 22.0
sign values are significantly greater than 1 in Normalization by
absolute value. ! max value 0.71 26.5
5) Decimal normalization
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4.2.3. Optimization of SVM classifier
hyperparameters

The two parameters C and vy, introduced above,
called hyperparameters, must be optimized before
training the support vector machine. These values
are critical to the accuracy of the classification
algorithm [39-41]. Various strategies are possible to
optimize parameter selection. The easiest approach
is a simple grid search. A two-dimensional grid is
set, at each grid point SVM training is performed on
the training dataset and the trained machine is
applied to an independent sample of test data, in
which some indicator is estimated. For each point on
the grid, the learning problem is solved using the
training sample and the classification error is
calculated on the control (test) sample 1..

The (C,y)-pair with the highest accuracy is
selected. This procedure is called cross-validation or
cross-validation (CV) [42]. Below we use the term
CV-procedure.

To select C and vy using a K-fold CV-procedure
the entire training dataset is split into K equal (up to
1) parts (K-fold cross-validation). The number of
training iterations in this algorithm corresponds to
the number of K blocks. One test block is used as
testing data, and at each iteration, the classification
error is estimated using the remaining (K-1) blocks
as a training set. An (C,y)-pair with the minimum

error argmin E; = (C,y) is selected, and this pair
i=1.K

is then used to test and classify new data on the
entire set of work of the SVM classifier [42] The
scheme of the procedure is shown in Fig.3.

opt
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Fig. 3. Scheme of hyperparameters optimization
by the cross-validation method

The study used Leave-one-out CV (LOOCV)
[42—43], which is the described procedure of the
same as the K-block cross-validation, but in this case

the test sample is used one element (instance), i.e. K
is equal to the total number of elements. The main
disadvantage of cross-validation, especially Leave-
one-out type, is the increased amount of
computation. Since K classifiers are trained instead
of one, cross-validation will be about K times slower
than splitting the data once. But on the other hand,
the quality of training significantly increases, since
the SVM classifier “gains a margin of safety” for the
correct classification of an object that is absent in the
training sample. Due to the high complexity of CV
procedures, gread search is usually used [44-45],
usually with exponential growth of C and y. The
block diagram of the CV procedure algorithm is
shown in Fig. 4. The exponential grid is used to
reduce the computational time, since the exhaustive
method with training at each step requires a lot of
time. To improve the accuracy of the selection of
hyperparameters, a two-stage CV method was

applied.

Grid
€ E{C,.i :l.m}.

7e{r.j=Ln}
C=C.y=n

2O
O+—==L-0
Training SVM ckassificator. Yes
Estimation P ; !
j=Jj+1
NO °
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Peor = Peorin Results saving
B, CF =G =}

No

Q
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Fig. 4. Block diagram of the cross-validation
algorithm for choosing the optimal
hyperparameters

At the first stage, the hyperparameters are
selected on a decimal exponential grid, C in the
range {10¢, ... ,109}, and y in the range {10, ... ,10"}.
At the second stage, the hyperparameters are sorted
out on a linear grid with a small step in the vicinity
of the pair of optimal values selected at the first
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stage. The results of the first stage of
hyperparameter optimization are shown in Fig. 5.
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Fig. 5. The result of the first stage of selection of
hyperparameters C and y

As a result of searching on a decimal
exponential grid, the best classification result equal

to p,,, =0,71, is provided for C{» =10, v =0,1. At
the second stage, a grid of linear scale
celcl -chi2,cl+chi2],

ye [7/5?l - ;/(S:,)‘ /2, }/é;)t + 7/(5:,)1 /2] was built, with a
step of AC=0,1 and Ay =0,01. As a result, the
optimal values of hyperparameters ¢{*=12,4 and

opt
7e=0,17, were selected, providing the correct

classification with probability p__=0,93 on the

complete training and test samples.

The conducted research made it possible to
formulate a method for the binary classification of
artillery barrels by the level of wear in the
following way.

Step 1. Formation of a classified set of records
of acoustic signals from shots from barrels with
different levels of wear S_Records.

Step 2. Selecting SW and MW signals in each
record s_, (t),s,, respectively.

Step 3. Formation of a set of informative signs
for classification, based on the classified set of SW
and MW signals

{15} = {1sgu f o {1sgi fu{Isget

SW i SW i SW i

U{Istime }U{ls freq }U{ls freq_cum}

MW i MW i MW i

card{lS,;} =15.
Step 4. Formation of a classified sample of
informative signs for training and testing the SVM

classifier X = {x?,x, .., x ,x" x{", .. x4}

Step 5. Partitioning the classified sample of
informative signs into training and test ones
X =XCuUXT.

Step 6. Training the SVM classifier on the
training set XC of informative signs with a
Gaussian kernel

krnl(x,x") = o bt y=1/20%06>0.

Step 7. Testing the classifier on a test sample
XC.

Step 8. Optimization of the SVM classifier by
adjusting the hyperparameters (C,») using a two-

stage cross-validation method.

Step 9. Classification of barrels according to
incoming records (with repetition of Steps 1-3) by a
trained and optimized SVM classifier.

Step 10. Return to Step 1, followed by
repeating steps 6-8 for additional training of the
classifier.

4.3. Information technology (IT) and an automated
system for technical diagnostics of the state of
barrels based on a set of acoustic informative signs

The research carried out made it possible to
construct an IT for technical diagnostics of the state
of the barrels by a set of informative signs. The IT
diagram is shown in Fig. 6.

Information technology has three stages. At

stage 1, data is prepared for building an automatic
classifier. In the process of artillery firing, N records
of acoustic signals from shots from cannons of this
type are recorded.
The records are classified, i.e. for each entry, the
category of the barrel from which the shot was fired
is indicated: ‘“barrel without wear / barrel with
wear”. Records of classified signals are saved in the
“Signal Records” database (DB). Then, a shock
wave (SW) and a muzzle wave (MW) signals are
highlighted in each of the N records.

Three sets of signs are generated for each entry:
informative signs (IS) of SW and MW in the time

domain {IStBi\TVe+MW,i}vi —=1,N , informative signs of

SW and MW in the frequency domain
freq s ; P
{ISBW+MW i }| =1,N and cumulant informative

signs of SW and MW {ISE‘\‘,\'}"+MW’i}i=1,N. A

common sign-oriented description for each barrel is
formed from the three IS sets

X = {150 i [ =L O {1Sgu yw i} =Ln v

U{ISEW+MW,i}7i =1LN
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Fig. 6. General scheme of information technology for technical diagnostics of the state of
barrels by a set of informative signs

Sign-oriented descriptions are saved in the
“Training and test samples” database containing N
vectors of IS. At stage 2, the construction, training
and optimization of the binary SVM classifier is
carried out. Sign-oriented descriptions are
normalized by the minmax method, resulting in a

normalized sample of IS vX NORM.c0,1],i=1,N.

This sample is divided into training and test ones.
An SVM classifier is constructed, which is then
trained using a test sample. At the next stage, using
the two-stage grid search method, the
hyperparameters of the SVM classifier C and y are
optimized by the cross-validation method. As a
result, we get a trained SVM classifier with
optimized parameters. The final parameters of the
SVM classifier are remembered for use at the next
stage. At stage 3 of this information technology, the
actual operation of the binary SVM classifier is
carried out. The next record of acoustic signals from
a shot from a barrel with an unknown level of wear
is registered and saved in the “Barrels to be

evaluated” database. The vector of its sign-oriented
description Xrang is constructed and presented for
classification. The SVM classifier makes a decision:
“Barrel wear is higher / lower than acceptable”
F (x) = sign({w,krnl(x))+by),
according to rule
krnl(x,x") =e
Due to the strong variability of the surface
atmospheric transmission channel during operation,
the SW and MW signals with ISs, that are very
different from those on which it was trained, can
arrive at the input of the classifier. Therefore, IT
provides for constant replenishment of the “Training
and test sample” database and constant additional
training of the SVM classifier after every 10 new
records are received.
On the basis of IT, an automated system for
technical diagnostics of the state of artillery barrels
was developed using a set of informative signs

(Fig. 7).

2
=7x=x]
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Fig. 7. Automated system for technical diagnostics of barrels’ condition based on a set of
informative signs

An automated system consists of hardware and
software components. The hardware component
includes 5 microphones (M1, ..., M5) that register
acoustic fields that arise during a shot. The signals
from the outputs of the microphones are converted
into digital form using a 5-channel 16-bit analog-to-
digital converter (ADC) and are fed to the input port
of the computer via a wired communication channel.

The computer itself is a rugged laptop. Further
processing of the measurement information is
carried out by a software component.

The software component includes:

—an integrated database,

— programs for processing records and signals,
identifying and accumulating informative signs,

— trained SVM classifier.

5. FULL-SCALE EXPERIMENT FOR
DIAGNOSING THE STATE OF THE CANALS
OF ARTILLERY BARRELS BY ACOUSTIC
FIELDS OF SHOTS

A full-scale field experiment was carried out on
real acoustic signals recorded during training firing
of 152 mm 2A36 “Hyacinth-B” towed cannons.

Figure 8 shows the hardware component of the
prototype of the automated system, which in the
experiment was provided by two measuring
condenser microphones of the Rode NT1-A and
Rode NT-USB types connected to a MacBook Pro
computer (MacOS Catalina v10.15.5, CPU: Intel
Core i7 2.2 GHz , RAM: 16Gb) via a multichannel
16-bit TASCAM 102i ADC.

Fig. 8. Hardware component of the automated
system located at the firing position

The purpose of the experiment was to

experimentally confirm the correctness of the main
research results, in particular, the possibility of a
confident classification of artillery barrels according
to the level of their wear on the basis of measuring
and evaluating the SW and MW parameters.
In the experiment, shots were fired from two
cannons: Cannon No. 1, from which 91 shots were
previously fired, i.e. a cannon with a practically new
barrel, and Cannon No. 2, from which 1968 shots
were fired earlier, i.e. cannon with a barrel of very
high wear level. The results of the field experiment
are shown in Table 2. The data in the table
demonstrates the following:
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Table 2. Results of a full-scale field experiment

Indicator name, units Values
1. Experiment number 1| 2 3 | 4
2. The total number of shots fired earlier from the cannon (No. of each one) 91, (No. 1) | 1968, (No. 2)
3. Number of a shot from cannon 1| 2 1 ] 2
4. Distance from cannon to measuring microphone, m 300
5. Tabular firing range at sight, m 9000

6. Total correction for meteorological conditions, m

-137 | -157 | -215 | -215

7. Ballistic corrections, m +12
8. Estimated firing range, m 8875 | 8855 | 8797 | 8797
9. Actual firing range, determined by the rangefinder, m 9165 | 9082 | 8665 | 8671
10. Amplitude of shock waves, Pa 380 240
11. Duration of shock wave signal, ms 4.8 41
12. Amplitude of the muzzle wave, Pa 140 90
13. Duration of the first half-period of the muzzle wave, ms 22 14
14. Spectrum width at the level of 0.707 shock wave signal, Hz 180 250
15. Center frequency (maximum frequency) of the muzzle wave signal 12 16
spectrum, Hz
16. Estimated initial speed of shell, m/s 560

17. Calculated real muzzle velocity, m/s

558.2 | 556.9 | 504.2 | 504.5

— Shooting from a barrel with high wear is, as
expected, less effective (the actual firing range is
significantly less than the calculated one).
— The muzzle velocity of a shell fired from a worn
barrel is noticeably lower than a shell fired from a
barrel without wear.
— Informative signs of SW and MW, both in the time
and in the frequency domain, differ significantly,
which allows them to be separated for training an
automated classifier.

Thus, a full-scale field experiment confirmed
the correctness of the main scientific and technical
solutions obtained in the process of research.

6. CONCLUSIONS

An SVM classifier has been built, which allows
classifying artillery barrels by the level of wear on
the basis of a training classified sample of
informative signs of acoustic signals of shock and
muzzle waves. The optimal methods for the
normalization of informative signs have been
studied and chosen. The process of adjusting an
SVM classifier by optimizing hyperparameters using

Leave-one-out cross-validation has been
investigated. A method has been developed for the
binary classification of artillery barrels by wear
level.

The information technology has been developed
for diagnosing the state of artillery barrels based on
a set of informative signs, which consists of the
following stages: Data preparation; Building,
training and optimization of a binary SVM classifier;
Operation of a binary SVM classifier. On the basis
of IT, an automated system for technical diagnostics
of the state of artillery barrels has been developed
based on a set of acoustic informative signs. A
computational model experiment has shown that the
use of the developed automated system using a
classifier trained on a consistent classified sample
makes it possible to obtain an indicator of the correct
classification of artillery barrels according to the
degree of wear, equal to 0.94. A full-scale field
experiment confirmed the correctness of the basic
scientific and technical solutions that form the basis
of information technology and an automated
diagnostic system.
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AHOTALISA

Po3po6iaeHo inpopMariiiHy TEXHOIOTiI0 aBTOMAaTH30BaHOI OLIHKU PiBHS 3HOCY apTWIEPIHCHKUX CTBOMIB. [HpoOpMaIiifHa TEXHOIOTIs
3aCHOBaHA Ha aHalli3i aKyCTHYHHX IIOJIiB, SIKi CYNPOBODKYIOTH MOCTPUL. AKYCTHYHE IOJIE€ MOCTPUTY CKIagaeThCcs 3 OamicTUYHOI
XBHJIi, III0 CYMPOBOKY€E BUIITAIOUMI 3 HAJ3BYKOBOIO MIBUAKICTIO CHAPS, 1 AYIBHOI XBHJIL, IO YTBOPIOETHCA MPH BUKUAIL 31 CTBOITY
mopoxoBux rasiB. [lapamerpu OamicTu4HOi i XyapHOI XBHJIb ICTOTHO 3aleXaTh BiJ PiBHA 3HOCY cTBONy. Lle nae MOXnHBicTH
noOyayBaTH aBTOMAaTHYHUH Kiacu(ikaTop CTBOJIB 3a pIBHEM 3HOCY Ha MiACTaBi aHai3y iHGOPMATUBHHX O3HAK aKyCTHYHHX
CHUTHAJIB, 3apeecTPOBAHUX MiKpo(oHaMH MOOIM3y BOTHEBOI MO3MIIl rapMaru. B ocHOBY iH(oOpMariifHOi TeXHOJIOTII MOKIaIeHO
Oinapuuii SVM-knacudikatop. CuHTe30BaHO HaOIp 3amCiB aKyCTHYHHX IOJIB IIOCTPUIIB Ha OCHOBI peajbHHX CHIHAIIIB,
3apeecTPOBaHMX MPH CTPiIBOi 155 MM raybui. 3 Habopy 3amuciB chOpMOBaHI HaBYAIbHA 1 TECTOBA BUOiIpKa iHGOPMAIIHHUX 03HAK
JUTS HaBYaHHSA Kiacudikaropa i OmiHKe Horo skocTi. JlocmimpkeHo MeToIu monepeaHp0i HopMadi3amii JaHuX HaBYajJbHOI Ta TECTOBOL
BuOipok. Po3pobiieHO MeToanKy onTuMizamii rineprnapaMeTpiB Kiacudikaropa IUIIXOM HOSK3EMIUIIPHOI Kpoc-Bamiaamii. Meroauka
SIBIISIE COOOI0 JIBOCTAIIHWM  MOIIYK ONTHMANbHHUX 3HA4YeHb rineprmapaMerpiB. Ha mepmomy erami Mmomryk 3IiHCHIOETBCS Ha
eKCTIOHEHIIHIA AecsaTKoBoi citii. Ha apyromy erami onTuManbHI 3HaueHHS TilepriapaMeTpiB YTOYHAIOTHCS Ha JHIAHIA CITIHi.
CtopmynboBaHo Meron OiHapHOl Kiacubikamii apTHIEpPIHCHKMX CTBONIB 3a piBHeM 3Hocy. IlepeBipka kiacudikaTopa Ha
CIIPOMOJKHII TeCTOBOi BHOIpI MOKa3ama, MO BiH 3a0e3leuye MpaBHIbHY Kiacu(ikaiio 3HOCY CTBOMIB 3 HMOBipHicTIO 0,94.
Po3po6ieHo iHpopMalliiiHy TeXHOJOTi0 Kiacudikaiii apTUIEpiHChKIX CTBOJIB 3a PIBHEM 3HOCY Ha TIJCTaBi aHATi3y aKyCTHYHHX
moJiiB mocTpiniB. [HQopMaliiiHa TEXHOOTIS CKIaIaeThCsl 3 TPHhOX CTaMdil: MiArOTOBKA JaHHX, MOOYI0BA, HABYAHHS 1 ONTHMI3aIlis
6iraproro SVM-knacudikatop i ekcruryaramis OiHapHoro SVM-knacugikatop. I[IpoBeneHO mMOMBOBHI EKCIIEPUMEHT, IO
MiATBEPNB MPABIIBHICTh OCHOBHHX HAayKOBHX 1 TEXHIYHHX pilleHb. P03po0ieHO aBTOMAaTH30BaHy CHCTeMy IS Kiacuikarii
CTBOJIIB 32 piBHEM 3HOCY.
KiouoBi cioBa: apTriepiiickkuil CTBOJ; piBeHB 3HOCY; OamicTHYHA XBWIIA; AyJIoBa XBWisA; OiHapHUi SVM-Kknacudikarop;
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AHHOTAIMA

Pazpaborana wuH(OpMalMOHHAs TEXHONOTHS aBTOMAaTH3MPOBAHHOW OIIEHKM YpPOBHS HW3HOCA apTH/UICPHHCKHX CTBOJIOB.
HndopmaronHas TEXHOJIOTHS OCHOBaHA HAa AHANU3€ aKyCTHUECKHX IOJIeH, COMPOBOXKIAIOMIMX BHICTpEN. AKYCTHUECKOE IOJe
BBICTpENa COCTOUT U3 OaJUTMCTUYECKON BOJIHBI, CONPOBOXKIAIONIECH BBUICTAIOIINN CO CBEPX3BYKOBOM CKOPOCTBIO CHAPsiA, U AyJbHOH
BOJIHBI, 0Opa3yrouielicss mpu BbIOpOCcEe M3 CTBOJIA TOPOXOBBIX Ia3oB. IlapameTprl GamMCTUYECKOH M AyJbHOM BOJH CYLIECTBEHHO
3aBHUCAT OT YPOBHS W3HOCA CTBOJA. DTO JaeT BO3MOXKHOCTH ITOCTPOUTH aBTOMAaTHUECKUH KIacCH(PHUKATOP yPOBHSI U3HOCA CTBOJIOB HA
OCHOBaHWH aHaJINM3a WHPOPMATUBHBIX NIPU3HAKOB aKyCTHYECKHX CHTHAJIOB, 3apETHCTPHPOBAHHBIX MHKPO(GOHAMH BOJHM3M OTHEBOM
No3UIMN opynus. B ocHOBY MH(pOpPMannoOHHONW TEXHOJIOTMH ToJIoxkeH OmHapHbi SVM-knaccupukarop. CuHTe3MpoBaH HaOOp
3anmcel aKyCTHYECKUX IT0JIel BRICTPEJIOB Ha OCHOBE PEaJIbHBIX CHTHAJIOB, 3aPETHCTPUPOBAHHBIX IPH cTpenbde 155 MM rayoumst. 13
Habopa 3amucell  chopMUpPOBaHbI 00ydJarOIas U TecTOBas BEIOOpKa HHOOPMAIIMOHHBIX PH3HAKOB ISl 00y4YeHHs Kiaccudukaropa
U OLEHKU ero KadecTsa. MccienoBaHbl METOJBI MpENBApUTENBHON HOPMANM3alUK JAHHBIX OOydaromieif M TECTOBOH BBIOOPOK.
Pazpaborana MeToaMKa ONTHMM3AIMU TUIEpIapaMeTpoB Kilaccu(pHuKaTopa MyTeM MO3K3eMIUIIPHON Kpocc-Banugauud. Meroanka
MpeCTaBIsieT cOOOH JABYXITAamHBIM METOA IIOMCKAa ONTHMAJIbHBIX 3HAUEHUH TurepnapamerpoB. Ha mepBom sTame mnouck
OCYIIECTBIISICTCS. Ha OJKCIHOHEHIMAIBLHOW JecATHYHOWH ceTke. Ha BTOpoM JTame ONTHMAaNbHBIE 3HAYEHHs THIIEPIapaMeTpOB
YTOUHSIOTCS Ha JIMHEHHOH ceTke. ChopMynupoBaH MeTo]] OMHAPHOH KIacCU(UKaNy apTIIUIEPUHCKUX CTBOJIOB IT0 YPOBHIO H3HOCA.
IMpoBepka kmaccuduKaTopa Ha COCTOATEIBHON TECTOBOH BBHIOOPKE ITOKa3ana, 4YTO OH 00ECIeYnBaeT MPaBHIBHYIO KJIACCH(DUKAIINIO
W3HOCA CTBOJIOB C BeposTHOCTHIO 0,94. Pa3paboTana WHpOpPMAIIMOHHAS TEXHOJOTHS KIacCH(DUKAIMH apTHIUICPUICKUX CTBOJIOB IO
YPOBHIO M3HOCA HAa OCHOBAaHHU aHAIIM3a aKyCTHYECKHX IT0Jiel BHICTpesoB. VHQOpMaMOHHAasT TEXHOJIOTHSI COCTOUT U3 TPEX CTaIHii:
MOJTOTOBKA TaHHBIX, TOCTPOCHUE, 00ydeHne 1 onTuMu3anus ouHapHoro SVM-kinaccudukaTopa u sKcIuryaraus onaapaoro SVM-
kiaccudukatopa. [IpoBeneH moaeBoi 3KCHEPUMEHT, TOATBEPANBIINN MPAaBUIFHOCTh OCHOBHBIX HAYYHBIX H TEXHHYECKHUX PELICHHI.
Pazpaborana aBTOMaTH3MPOBAaHHAS CHCTEMA IJISI KJIaCCH(HKAIIMU CTBOJIOB TI0 YPOBHIO H3HOCA.
KiroueBble ci10Ba: apTHILICPUICKUIT CTBOI; YPOBEHb H3HOCA; OAIIIMCTHYECKAs! BOJIHA; Ay IbHAst BOJHA; OuHapHbI SVM-
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