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ABSTRACT

The article concerns the development of an intelligent information system for forecasting components of medical projects. The
purpose of the study is to propose an intelligent information system for forecasting component medical projects, which is based on the
use of neural network models, as well as statistical and expert methods, which, unlike existing ones, ensures the accuracy of forecasting
component medical projects, adaptability to changes in their project environment, as well as accessibility for users. The task of the
research is to substantiate the architecture and develop an algorithm for the operation of an intelligent information system for forecasting
component medical projects, as well as to develop the user interface of this system and to carry out forecasting of component medical
projects. The object of research is decision support processes in medical project management. The subject of the study is the architecture
of an intelligent information system for forecasting the components of medical projects, which defines the model, structure, functions,
and relationships between its components. The scientific novelty is to substantiate the algorithm and architecture of an intelligent
information system for forecasting the components of medical projects based on the use of dynamic data (modern medical records,
medical information system server, and other external data), which ensures the formation of a large database underlying the training of
neural network models and ensuring high accuracy of forecasting the components of medical projects. The proposed intelligent
information system is an effective tool that can be used to increase the accuracy of management decisions and the effectiveness of
medical projects. The system involves the use of a medical information system for the formation of a historical database, which ensures
the formation of a knowledge base and the development of a set of systematically interconnected blocks. The developed algorithm of the
proposed intelligent information system involves the implementation of 17 steps, which reflect the intellectual approach, which involves
the use of neural networks for forecasting the components of medical projects. A user interface of an intelligent information system for
evaluating component medical projects has been developed, which involves the use of 6 tabs. The use of dialog boxes for forecasting
components of 5 groups of projects is foreseen. These include projects for the creation of hospital districts, projects of highly specialized
medicine, projects of specialized medicine, projects of primary medicine, and advisory and diagnostic projects. A proposed neural
network for predicting the duration of diabetes treatment projects in children. It is a deep neural network with two levels, which provides
forecast accuracy at the level of 95.4 %, which indicates its sufficient efficiency and feasibility of use in an intelligent information
system. Established trends in the duration of diabetes treatment in children due to changes in the main factors that cause them. The
obtained results depend based on improving the quality and accuracy of decision support for assessing the duration of diabetes treatment
in children with different states of their disease.
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INTRODUCTION quantification of risks. To increase the efficiency
and effectiveness of medical projects, as well as
reduce the duration of decision-making by managers
of medical projects, you should have high-quality
instrumentation that allows you to accurately
forecast the components of these projects.

Today, many types of information systems are

Modern medical projects are complex and
resource-intensive, and their success largely depends
on many factors [1, 2]. These include sound
assessment of resources, effective planning and
management, and a clear understanding and

used in medicine to support decision-making [3, 4].
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and methods (statistical, machine learning, expert,
etc.), which provide forecasting of the components
of medical projects. Components of medical projects
are elements that make up a medical project. They
can be physical, such as equipment and personnel, or
intangible, such as processes and information.

Statistical methods use historical data to
forecast components of medical projects. Machine
learning methods use artificial intelligence to learn
from historical data, which provides prediction of
the components of medical projects. Expert methods
use expert knowledge to make predictions. To date,
there is no single approach or method for forecasting
the components of medical projects, which would be
the best for all others under the given conditions [5,
6], [7, 8]. Choosing a forecasting approach and
method is a complex task that requires selecting the
approach that best meets the specific requirements of
the project.

Our paper proposes an intelligent information
system for forecasting component medical projects,
which combines statistical methods, machine
learning methods, and expert methods. The proposed
information system is developed based on an
architecture that involves the use of artificial neural
networks, allowing them to learn from historical
data, as well as predict the components of medical
projects, and adapt to changes in their project
environment. It has several advantages compared to
the existing ones, as it involves the use of various
methods of forecasting components of medical
projects. This information system is more accurate
because it uses a combination of forecasting
methods. At the same time, it is more adaptable to
changes in the project environment, as it can learn
from historical data and adapt to changes. The
proposed information system is accessible to project
managers, as it can be used without the need for
specialized knowledge in the field of machine
learning.

LITERATURE ANALYSIS

Medical projects are complex organizational
and technical systems that are often characterized by
uncertainty and risks [9, 10], [11]. To successfully
manage such projects, it is necessary to have
effective tools for forecasting their components.
Such instruments are intelligent information systems
(IIS), which belong to powerful tools for forecasting
complex systems [12, 13], [14]. They can use
various techniques, including statistical techniques,
machine learning, and artificial intelligence, to
predict the future behavior of a system. The
literature presents several studies devoted to the

development of IIS for forecasting components of
medical projects [15, 16], [17]. These studies have
shown that IISs can be effective in predicting these
indicators with high accuracy.

The main problems associated with the
development of IIS for forecasting component
medical projects are:

1) Insufficient amount of data. Sufficient
quality data should be available to train the models
used in individual IIS modules. However, medical
projects are often unique, so it can often be difficult
to collect enough data to train intelligent models;

2) Uncertainty and risks. Medical projects are
often characterized by uncertainty and risk. This
makes it much more difficult to predict the
components of such projects in a changing project
environment.

The cost of development and implementation.
The development and implementation of IIS, due to
their complexity and significant development time,
leads to a significant increase in the cost of the
stages of creating individual modules and,
accordingly, leads to an increase in budgets for the
creation of IIS [18, 19].

Effective design of IIS for forecasting
component medical projects requires a quality
selection of forecasting methods. At the same time,
several researchers indicate that neural network
models (NNM) are a powerful tool for forecasting
complex medical projects [20, 21], [22]. They are
used to predict a wide range of indicators, such as
cost, time of work, resource requirements, quality of
services provided, etc.

The literature presents several studies devoted
to the use of NNM for forecasting component
medical projects. Research by individual authors has
shown that NNM can be effective for predicting
these indicators with high accuracy [23, 24], [25].

Different types of NNM are used to forecast
medical projects. Recurrent neural networks (RNN5s)
deserve attention. RNNs are well suited for
predicting time series, such as resource costs in
projects, patient arrivals, etc. [26, 27].
Deconvolutional neural networks (DNN) are used to
predict data with a high degree of spatial correlation,
such as project execution time, etc. [28, 29]. Deep
mixed models (DMM), which are a combination of
different types of neural networks, are used to
predict the components of the design environment
with various properties [30, 31], [32].
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When wusing NNM, factors that affect
forecasting accuracy are important.

The accuracy of forecasting using NNM for
medical projects depends on the following
components:

1) quantity and quality of data for training
NNM;

2) characteristics of medical projects and their
project environment, such as the complexity of the
performed works and their duration;

3) type of NNM used.

Neural network models is a powerful tool for
forecasting component medical projects. They can
be used to predict a wide range of indicators,
including cost, time, and quality of projects. To
obtain accurate predictions, it is important to use
high-quality data and choose the right type of neural
network model.

Further research on the creation of a toolkit for
forecasting component medical projects may relate
to the following areas:

1) development of new models that will provide
a more accurate forecast of component medical
projects;

2) development of methods to improve the
quality of data used in IIS;

3) development of methods for integration of
artificial intelligence tools with other forecasting
methods, such as statistical methods.

Based on the performed analysis, it can be
argued that further research requires the design of
IIS based on an architecture that involves the use of
artificial neural networks. This allows the use of
innovative models that learn from historical data,
and provide accurate forecasting of component
medical projects with adaptation to changes in their
project environment. Such a toolkit will ensure the
satisfaction of the requirements of project managers
of medical projects and increase the efficiency of
their management.

FORMULATION OF THE PROBLEM

The current state of medical project
management is characterized by a number of
challenges. In particular, there is a lack of effective
tools and methods for forecasting components of
medical projects. This leads to suboptimal allocation
of resources, increased risks, and inefficient use of
resources. There is a need to increase the efficiency
of resource management in medical projects. This is
important to ensure the provision of quality medical
services.

To solve these scientific and applied tasks, we
propose the development of a new information
system for forecasting the components of medical
projects. It will be developed for:

— provision of accurate and timely forecasts of
costs for the implementation of projects, assessment
of their implementation terms and resource needs;

— identification and minimization of risks
associated with medical projects;

— increasing the efficiency of resource
allocation in medical projects.

The object of research in the article is the
decision-support processes in the management of
medical projects. The subject of the study is the
architecture of an intelligent information system for

forecasting the components of medical projects.

THE PURPOSE AND THE OBJECTIVES
OF THE STUDY

The purpose of the work is to propose an
intelligent information system for forecasting
component medical projects, which is based on the
use of neural network models, as well as statistical
and expert methods, which, unlike existing ones,
ensures the accuracy of forecasting component
medical projects, adaptability to changes in their
project environment, as well as accessibility for
users.

To achieve the goal, it is necessary to solve the
following tasks:

— justify the architecture and develop an
algorithm for the operation of an intelligent
information system for forecasting component
medical projects, which are based on the use of an
intelligent approach, which involves the use of
neural networks for forecasting component medical
projects, which ensures the implementation of
accurate forecasts during the management of
medical projects;

— to develop the user interface of the intelligent
information system and to carry out forecasting of
the component medical projects, which should be
easy to use and intuitive, as well as provide access to
all the necessary functions of IIS.

RESEARCH METHODS

The following methods were used in our work
to achieve the set goals. In particular, the neural
network method [33], or an artificial neural network,
which is one of the key components in the
development of IIS, was used to predict the
components of medical projects. This method is
based on the simulation of biological neural
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networks, and it allows the system to learn from the
collected data and use the acquired knowledge to
predict future events or outcomes.

Statistical methods — multiple regression and
correlation analysis were also used to analyze the
components of the project environment that affect
the performance indicators of medical projects [34].
Multiple regression makes it possible to analyze the
relationships between dependent and independent
changes in the components of the project
environment. This ensures that medical projects take
into account various factors that affect the cost of
resources, deadlines, and other indicators.
Correlation analysis of the interaction of individual
project components and the project environment
provides an assessment of the relationship between
two or more variables. In medical projects, this can
be useful for determining which factors correlate
with project performance indicators.

The factor influence analysis method allows us
to assess how several independent variables
characterizing the project environment affect the
dependent variable — indicators of project value. In
medical projects, this method evaluates how various
project characteristics, such as project type, budget
size, team experience, etc., affect the project results -
the characteristics of the resulting product and the
benefits for stakeholders.

A common framework (MVC — Model-View-
Controller) was used to create a prototype of the IIS
user interface. This is a way of organizing code that
involves separating blocks responsible for solving
different tasks. One block is responsible for the
application data, another block is responsible for the
appearance, and the third block controls the
operation of the application. In addition, they
performed the general development of interactive
interface functions that ensure user interaction with
IIS. This includes creating buttons, menus, forms,
input fields, and other elements that allow users to
interact with the system.

JUSTIFICATION OF THE
ARCHITECTURE AND WORKING
ALGORITHM OF THE INTELLIGENT
INFORMATION SYSTEM FOR
FORECASTING COMPONENT MEDICAL
PROJECTS

For accelerated and high-quality forecasting of
the components of medical projects, we developed
IIS, which is based on a neural network model
developed by us and published in [35]. The IIS

architecture for forecasting component medical
projects should provide solutions to the tasks of
collecting, analyzing, modeling, and forecasting data
related to projects in the medical field. It involves
the systematic formation of databases (DB) and
knowledge (BZ) from real sources, as well as the use
of neural network models to forecast components of
medical projects based on them. User interaction
with the system is carried out through the developed
dialog box. The IIS architecture for forecasting
component medical projects is presented in Fig. 1.

The proposed IIS for forecasting components of
medical projects includes the following main
components:

1) data acquisition sources (medical
documentation, medical information system server,
and other external data) that provide the formation
of a large database that underlies the training of
neural network models;

2) a database (DB) has been created, which
contains sorted by the required attributes;

3) an intelligent subsystem that provides
training, data preparation, and training of neural
network models;

4) a formed knowledge base (KB), which
involves trained neural network models for
forecasting component medical projects and models
of relationships between factors that cause their
changes;

5) control subsystems of the interface between
the user and the computer.

The proposed KB consists of three main
components, which will contain knowledge about
projects, project environment and neural network
models. The project knowledge base contains
general knowledge about medical projects, such as
types of projects, their stages, resources used, and
factors affecting their effectiveness. The knowledge
base about the project environment contains
knowledge about the specific project environment,
which reflects the condition of patients, and the
availability of resources for their treatment, and the
knowledge base with neural network models is used
to predict the components of medical projects.

The intelligent information system uses the
information model of knowledge representation — the
“semantic network”. This model is a type of graph
model used to represent knowledge about a subject
area. In our case, the semantic web will be used to
represent concepts, relationships, and constraints
that apply to medical projects. Neural network
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Fig. 1. Architecture of an intelligent information system for forecasting

components of medical projects
Source: compiled by the authors

models will be represented as nodes in a semantic
network. Nodes will contain information about the
structure, parameters, and training results of the
models.

The block diagram of the IIS algorithm for
evaluating component medical projects is presented
in Fig. 2. This algorithm involves 17 interconnected
steps.

The IS work algorithm for evaluating
component medical projects is implemented in the
following sequence:

1. Initiate the start of the work of IIS for the
evaluation of component medical projects;

2. Obtain from the electronic system of
medical records a set of data D on the treatment of
diabetes in children, which will be saved in the
database;

3. Obtain medical documentation, regulations,
restrictions, and rules for forming a database (DB);

4. Create a  database of previously
implemented projects and patient characteristics
using the function  Database formation()

described in the expression:
Database _ formation() = D , (D)

where Database formation() is a function that

performs the database creation operation.

This ensures the execution of an operation with
a set of data D about previously implemented
projects, which are subsequently stored in the
database. The set of data D stored in the database is
represented as tuples, where each tuple contains
parameter values for a specific type of project and
patients and is described by the expression (2):

D:{(R, Pz""ﬂPn)’(R’ PZ""’Rn)""}’ (2)

where n,m is number of patients in the database,
persons; P is characteristic values of each patient,

which reflect specific data for each of them.

5. Perform analysis of the database (DB) of
previously implemented projects, taking into
account the set of characteristics P of the patient's
condition, which are described in the expression:

P={Py, Prs-s P} (3)
where p,, p,,...,p, are specific values of patient
characteristics; &k  1is
characteristics.

6. Check the condition, and whether there is a
need to train the neural network model. If the
condition is met, then go to step 7, if not, then go to
step 11.

7. Perform data cleaning and preparation for
neural network model training. This is done using
the data cleanup and preparation function

Data cleaning preparation (D, R) described in

number of patient

the expression:
Data_cleaning _preparation (D, R) =D, 4)

where Data_cleaning preparation(D,R) 1s data
cleaning and preparation function; D is a set of
patient treatment data stored in a database; R is the
results of previous actions; D, is the results of
previous actions.

As a result of this step, a set of prepared data
D is obtained for training a neural network model.
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8. Conduct training of neural network models.
At this step, a search is made for such parameters &
that minimize the error between the model
predictions and the true values of the target
variables, which can be expressed in the form of a

loss function L(@), which is described by the
expression:

1 N
L(0) :NZL( y.M(x,0)) (5)

i=1
where N is number of examples in the training set,
units; x,y, are input features and corresponding
target values for the i-th example; L is the loss
function, which determines the difference between

the model's M (xi,H) prediction and the real value

of the duration y, of treatment of patients.

9. To form a knowledge base (KB), which
contains trained neural network models and models
of relationships between individual characteristics of
the project environment.

10. Enter data about the current status of
patients in need of treatment, taking into account the
characteristics of the patients described in the
expression:

P={pi, Pyr-s i} (6)

where p,, p,,...,p, are specific values of patient

characteristics; k& is number of
characteristics.

11. Carry out the process of evaluating the

patient

components of medical projects E (t) based on the

entered data on the condition of patients, using a
trained neural network model M .

12. Check the condition and whether there is a
need to adjust the data on the current condition of
the patient who needs treatment. If the condition is
met, then go to step 13, if not, then go to step 14.

13. Adjust data on the condition of patients who
need treatment. To do this, the data adjustment

function Data_adjustment(P,E (t)) is used, which

is described by an expression:
Data _adjustment (P, E (t)) =P, @)

where P’ is a vector of adjusted patient
characteristics, P are initial characteristics of the

patient, E (t) is assessment of component medical

projects.
This provides a vector of adjusted patient
characteristics.

14. Check the condition of whether there is a
need to save the results of the assessment of
component medical projects in a file. If the condition
is met, then go to step 15, if not, then go to step 16.

15. Save the evaluation results of the
component medical projects in a file. For this, the

function Save_results(E (t), File) described by the

expression is used:

Save_results(E(t), File) = File_text, (8)

where Save_results(E(t), File) is function of

saving results; E (t) is assessment of component
medical projects; File text is text file with saved
results.

This provides a text file File text with saved

results.

16. Save and display in the user window the
results of evaluation of component medical projects.
This process occurs through the execution of the
output function

Output _results (E (t) , Text, Graph) ,

described by the expression:

which is

Outpul_results(E (t), Text, Graph): ©
(Text _E(t), Graph_E(t)) ’

where  Output _results (E (t) , Text, Graph) is

output function; Text E (t) is textual description of

the obtained results; Graph E (t) is schedule for
the
component medical projects £ (Z) .

displaying results of the assessment of

This involves obtaining a textual description
Text E (t) of the obtained results and graphs

Graph E (t) for displaying the results of the

evaluation of the component medical projects £ (t)

in the user window.

17. Complete the decision support system for
evaluating the duration of treatment of diabetes in
children.

The last step involves the completion of the IIS
to evaluate the component medical projects.

Based on the algorithm described above, IIS was
developed for evaluating component medical projects
in Python 3.11, and its user window is presented in
Fig. 7.
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medical projects
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Save the evaluation results of Adjust data on the condition of the
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|
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window
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Fig.2. Block diagram of the algorithm of the intelligent information system for forecasting

components of medical projects
Source: compiled by the authors
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DEVELOPMENT OF THE USER INTERFACE
OF THE INTELLIGENT INFORMATION
SYSTEM AND FORECASTING OF
COMPONENT MEDICAL PROJECTS

The user interface is an important component of
any information system. IC IIS for evaluating
component medical projects should be easy to use
and understandable for users (Fig. 3). It should allow
users to enter data on a new medical project and
receive forecasts from IIS to evaluate component
medical projects.

The IIS user interface for evaluating component
medical projects has 6 pages. One of them is the
starting one — for registration and authorization, and
the others contain dialog boxes, respectively, for
forecasting component projects of creating hospital
districts, projects of highly specialized medicine,
projects of specialized medicine, projects of primary
medicine, and consultative and diagnostic projects.
The main elements of each of the tabs of the IIS user
interface for the evaluation of component medical
projects concern the input of the line, the prediction,
and the analysis of the performed predictions. Data
entry elements provide the ability to enter data about
a new medical project. This data should include
information about project characteristics such as

¥ ioalupet medusl pogeit imamprass domies
L Propmustbighy  Payecn ol Prepccs o
Progacts of
hesphal districts
Frojects of hghly
spaciEkind medcne

Procts of
spacaized medone

Progacis af
primary medicine

Advisary and
diagnaatie prajecta

complexity, duration, and budget. They also include
information about project constraints such as cost,
lead time, and quality. Elements for forecasting
component projects represent the possibility of
training neural network models and provide the
opportunity to obtain the desired forecasts. Elements
of forecast analysis provide an opportunity to gain
knowledge about the trends of changes in the
components of medical projects due to changes in
the project environment. This may include the
ability to compare forecasts with actual project
results, as well as the ability to track changes in
forecasts over time as the project environment
changes.

Consider the work of IIS when evaluating the
duration of projects for the treatment of diabetes in
children. The specified projects belong to the
projects of specialized medicine.

Based on the data of the BZ formed from
electronic medical records (Electronic Medical
Records, EMR), we justified the parameters of the
neural network model of direct communication,
which was published in [36]. The proposed neural
network for predicting the duration of diabetes
treatment projects in children is a deep network with
two levels (Fig. 4).

Ay 4t
hrspal duitrss sk machcne  ipaasio madcns | prmry madkons | Slgnosc pojecty

An intelligent informational system for evaluating
the components of medical projects

Liorgin

Passward:

Register

Log ir

Close

Infarmation

Fig. 3. The main window of the intelligent information system of

medical project management
Source: compiled by the authors
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The first layer has a dense type with 64 neurons
and a ReLU activation function. The second layer
also has a dense type and 1 neuron used for the
regression problem. The total number of model
parameters is 385.

dense_input | mput: | [(None, 4)]
InputLayer | output: | [(None, 4)]
dense | nput: (None, 4)
Dense | output: | (None, 64)
dense 1 | mput: | (None, 64)
Densze | output: | (None, 1)

Fig. 4. The architecture of a forward neural
network model for predicting the duration of
projects for the treatment of diabetes

mellitus in children
Source: compiled by the [36]

The method of error back propagation was used
to train the neural network. This method involves
finding such values of the network parameters at
which the error between the predicted and actual
values of the duration of the treatment projects is
minimal. The results of the estimation of the mean
squared error (MSE) during the training of the non-
network model are presented in Fig. 5. Based on the
obtained dependence, it was established that 50
epochs are sufficient for study.

Training and validation loss

® Traaning loss
— ‘valrdatian loss

nznq ®
al1a
a6 4
14+

1z 4

Lioss

Q.10 ¢

008 4

06 <

O0%

a 10 Fok] 30 40 50
Epochs

Fig. 5. Mean squared error (MSE)
estimation results during non-network

model training
Source: compiled by the [36]

The trained neural network was used to predict
the duration of diabetes treatment projects in
children. It can be used for known characteristics of
the patient's disease. For example, if we have an 11-
year-old child with moderate type 1 diabetes who is
taking insulin and metformin, we can use a neural
network to predict how long his treatment will take.

Based on the use of IIS to evaluate the
components of medical projects, the dependence of
the duration of projects for the treatment of diabetes
in children on the condition of the patients was
established (Fig. 6).

The established dependence of the duration of
diabetes treatment projects in children on the
condition of patients can be used to improve the
quality and accuracy of decision-making support
when planning the duration of diabetes treatment
projects in children with various states of their
disease.

Ml
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Fig. 6. Dependence of the duration of
diabetes treatment projects in children on the

condition of the patients
Source: compiled by the authors

The developed IIS, which is based on neural
network  models, provides research  and
determination of quantitative values of components
of medical projects for various characteristics of the
project environment. Further research requires the
substantiation of the architecture of neural network
models and, based on them, the development of
modules for forecasting the component projects of
creating hospital districts, projects of highly
specialized medicine, and primary medicine.
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DISCUSSION OF THE RESULTS

We offer an intelligent information system for
forecasting component medical projects. It is based
on the use of existing medical databases containing
sufficiently large samples of historical data, which are
subsequently used to forecast individual components
of medical projects. This prompted the use of
statistical methods, machine learning methods, and
expert methods in the proposed intelligent
information system for forecasting components of
medical projects.

Existing prototype information systems, which
are published in scientific works [13, 16], involve
the use of traditional methods of data analysis, such
as statistics or expert rules, and do not always have
flexibility and adaptability, like artificial neural
networks. In addition, existing information systems
are less accurate, especially in situations where it is
difficult to apply specific rules or when there are a
significant number of input factors that characterize
the design environment. Some prototypes have
limited information processing speed or scalability,
especially when working with a large amount of
data.

The architecture of the proposed intelligent
information system for forecasting components of
medical projects involves the use of artificial neural
networks. It is this toolkit that allows you to learn
from historical data and perform forecasts of
components of medical projects with adaptation to
changes in their changing project environment.

The developed algorithm of the proposed
intelligent  information system involves the
implementation of 17 steps, which reflect the
proposed approach to forecasting the components of
medical projects. This means that it can be used to
predict the duration of treatment for various
diseases, as well as to predict other components of
medical projects, such as the cost of treatment, the
duration of projects, the amount of resources needed,
etc. This algorithm is a valuable tool for project
managers and healthcare professionals.

The proposed intelligent information system for
forecasting component medical projects has several
advantages compared to existing ones. In particular, it
involves the use of different methods for forecasting
component medical projects and their consideration at
separate levels that require different methods. The
proposed information system is more accurate. It uses
a combination of forecasting methods and is adaptive

to changes in the project environment because it can
learn from historical data and adapt to changes. The
proposed information system is accessible to project
managers, as it can be used without the need for
specialized knowledge in the field of machine

learning.

Based on the data of the BZ formed from the
current electronic medical documentation
(Electronic  Medical Records, EMR), we

substantiated the parameters of the neural network
model of direct communication. The proposed
neural network for predicting the duration of
pediatric diabetes care projects is a two-layer deep
network that achieves a prediction accuracy of
95.4%. This testifies to its sufficient effectiveness
and feasibility of use in an intelligent information
system for forecasting the components of medical
projects.

Based on the obtained results, it can be stated
that the proposed intelligent information system,
which uses a neural network model of direct
communication, is a promising approach to
predicting the duration of diabetes treatment projects
in children. The system has high prediction
accuracy, the ability to learn on large data sets, and
is relatively easy to use. These advantages can
contribute to the widespread implementation of the
system and improve the quality of medical care as a
whole.

The use of the proposed intelligent information
system in medical projects will increase the accuracy
of their planning and speed up the process of making
management decisions. In addition, the processes of
managing medical projects will improve due to the
increase in the accuracy of the performed forecasts.
However, at the same time, problems may arise with
the formation of a sufficient database regarding the
characteristics of previously implemented projects.
For this purpose, it is proposed to provide access to
the medical information system of Ukraine, which is
used by doctors of all levels - the electronic health
care system (EHS). It has been operating in Ukraine
since 2018. To date, more than 65,000 healthcare
institutions are connected to the system, and more
than 30 million patients are registered in it.

Our work was limited to individual groups of
medical projects. In the future, they can be expanded
for each of the proposed groups and, accordingly,
develop separate modules for them and offer a toolkit
that will ensure the forecasting of the components of
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these projects. Also, we have only conceptually
defined individual components that can be predicted.
In the future, they can also be expanded, which
requires appropriate research to substantiate an
effective toolkit for project managers of medical
projects.

CONCLUSIONS

The proposed intelligent information system for
forecasting components of medical projects is an
effective tool that can be used to increase the
accuracy of management decision-making and the
effectiveness of medical projects. The system
involves the use of a medical information system for
the formation of a historical database (DB) regarding
the characteristics of implemented individual types
of medical projects, which ensures the formation of
a knowledge base (KB) and the development of a set
of systemically interconnected blocks.

The developed algorithm of the proposed
intelligent information system involves the
implementation of 17 steps, which reflect the
proposed intelligent approach, which involves the
use of neural networks for forecasting the
components of medical projects.

An IIS user interface for evaluating component
medical projects has been developed, which involves
the use of 6 tabs. When opening the information
system, the user is on the start tab, where he can
complete registration and authorization. After that,
he can use the dialog boxes to predict the
constituents of the 5 project groups. These include
projects for the creation of hospital districts, projects
of highly specialized medicine, projects of
specialized medicine, projects of primary medicine,
and advisory and diagnostic projects. The main

elements of each of the tabs of the IIS user interface
for evaluating component medical projects are
related to data entry, prediction, and analysis of
performed predictions.

A proposed neural network for predicting the
duration of diabetes treatment projects in children. It
is a deep neural network model with two levels,
which provides forecast accuracy at the level of
95.4%, which indicates its sufficient efficiency and
feasibility of use in an intelligent information
system. Established trends in the duration of
treatment of diabetes in children depend on changes
in the main factors that determine them, based on the
improvement of the quality and accuracy of
decision-making support for the assessment of the
duration of treatment of diabetes in children with
various conditions of their disease.

Further research, is planned to improve the
accuracy and adaptability of the intelligent information
system due to the increase in the variety of medical
projects, and the justification of accurate models due to
the use of more complex methods of machine learning
and expert knowledge. The expansion of the types of
projects for which the forecasting of their components
is proposed necessitates the development of separate
modules for them and the selection of effective tools
that will ensure the forecasting of the components of
these projects.

FUTURE WORK

Further research requires the substantiation of
the architecture of neural network models and, based
on them, the development of modules for forecasting
the component projects of creating hospital districts,
projects of highly specialized medicine, and projects
of primary medicine.
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Merto10 JOCHIIKEHHS € 3aMpONOHYBAaTH IHTEJIEKTYalbHy iHQOpMaLiiiHy CHCTeMY IPOTHO3YBaHHS CKJIAJOBUX MEAWYHHX IIPOEKTIB,
sika 0a3yeThCsl HAa BUKOPHCTaHHI HEHpPOMEpEeKEeBHX MOJeNeH, a TaKoXK CTaTHCTUYHHX Ta eKCHePTHHUX MEeTOJAaX, IO Ha BiAMIHY
iCHyrouMX 3a0e3nedye TOYHICTh INPOTHO3YBaHHS CKJIAJOBUX MEIUYHHMX IPOEKTIB, aJaNTHBHICTH OO 3MiH Yy IX NPOEKTHOMY
CEpeIOBHIII a TaKOX IOCTYIHICTh JUIA KOPHCTYBadiB. 3aBIaHHSIM JOCTIDKEHHS € OOTpYHTYBaTH apXiTEKTypy Ta po3poOuTH
aJITOPUTM POOOTH IHTENEKTYaJIbHOI iHPOPMAIIHOI CHCTEMH MPOTHO3YBAaHHS CKJIAJOBHUX MEIWYHUX INPOCKTIB, @ TAKOX BUKOHATH
po3poOKy iHTepdelcy KOpUCTyBadiB i€l CHCTEMHU Ta 3AIHCHUTH NMPOTHO3YBAHHS CKJIAJ0BUX MEIWIHUX IPOEKTIB. 3alpoIOHOBaHA
iHTeNeKTyas bHa iHpopMaliliHa cucteMa € eeKTHBHUM IHCTPYMEHTOM, KUl MOKe OyTH BUKOPHCTAHUM JUIS IiIBUIIECHHS TOYHOCTI
MPUHHATTS YIPaBIiHCBKUX PIlICHb Ta Pe3yJIbTaTHBHOCTI MEAWYHHUX MpoekTiB. Cucrema mependadae BHKOPHCTaHHS MEIUIHOL
iHpopMmaiitHoi cuctemu st GpopMyBaHHS 0a3M ICTOPHYHMX HaHHX, IO 3abe3nedye (opMyBaHHs 0a3u 3HaHb Ta PO3POOIICHHS
MHOXXHHHU CHCTEMHO B3a€MOTOB’si3aHHUX OJIOKIB. Po3po0OieHnit anroputM pob0TH 3aponoHOBaHOI IHTENEKTyalbHOT iH(pOopMamiiHOT
cucTeMH mepenbayae BUKOHAHHS 17 KPOKIB, SIKUMH BiOOpaXKaeThCsl IHTENEKTyalbHHX MiOXif, W0 rependadyae BUKOPHCTAHHS
HEWPOHHHX MEpeX Ul MPOTHO3YBAaHHS CKIAZOBHX MEAWYHHX IpoekTiB. Po3pobneno intepdeiic kopucryBaua IIS mis omiHeHHS
CKJIaJIOBUX MEIAMYHUX TPOCKTIB, KU mepembadae BUKOPUCTaHHS 6 BKiIamok. [IpembaucHO BUKOPUCTAHHS MiaIOTOBUX BIKOH IS
NIPOTHO3YBAaHHA CKJIAOBHX 5 Tpym MpoekTiB. Jlo HHUX HaleXaTb IPOEKTH CTBOPEHHS TOCIITAJBHUX OKPYTIB, IPOEKTH
BHCOKOCTICIIiali30BaHOT MEIUIMHH, NPOEKTH CIEIiaTi30BaHOi MEIWIMHH, IPOEKTH IEePBHHHOI MEAWIWHH Ta KOHCYJIBTaTHBHO-
JIarHOCTHYHUX TPOEKTH. 3alpoIloHOBaHA HEHWPOHHAa Mepeka Ul MPOTHO3YBAaHHS TPUBAJIOCTI MPOCKTIB JIIKYBaHHS IyKPOBOTO
niabery y niteil. Bona siBisie co6oro rMONHEY HepoMepesKy 3 TBOMa PiBHSIMH, sika 3a0e31edye TOUHICTh IPOTHO3Y Ha piBHI 95,4 %,
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LI0 CBITYUTP MPO JOCTaHIO il e)eKTUBHICTD Ta AOLLIBHICTh BUKOPUCTAHHS Y IHTENEKTyalbHil iHpopMmariiiHiii cucTemi. BecraHoBneHi
TeH/IeHIIi 3MIHM TPUBAIOCTI JIIKyBaHHS I[yKPOBOro Aia0eTy y IiTel BiJ 3MiHM T'OJIOBHHX YMHHHUKIB, AKi iX 3yMOBIIOIOTE. OTpuUMaHi
pe3yIbTaTH 3aJe)KaTh B OCHOBI IiJBHUIIEHHS SIKOCTI Ta TOYHOCTI MIATPUMKH IPHUHHSATTS PIillIeHb IS OLiHEHHs TPUBAIOCTI JIIKYBaHHS
LyKPOBOTO Aiabery y AiTeil i3 pi3HUMHU CTaHAMH X 3aXBOPIOBaHHS.

KmiouoBi cioBa: iHTenekryanbHa iHQopMariiiHa cucTeMa; MEOWYHI HPOEKTH; MPOTHO3YBAaHHS; alrOpHUTM; iHTepdeiic

KOpHCTyBaya.
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