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ABSTRACT

The work is devoted to resolving the contradiction between the accuracy of modelling nonlinear dynamics and the speed of
model construction under conditions of limited computing resources. The purpose of the work is to reduce the time for building time
delay neural networks while ensuring a given accuracy in the tasks of identifying nonlinear dynamic objects with continuous
characteristics. This goal is achieved by developing a method for pre-training neural networks that reflect the basic characteristics of
the subject area. The scientific novelty of the work is the development of a method for identifying nonlinear dynamic objects in the
form of time delay neural networks based on the use of a set of basic pre-trained neural networks that reflect the typical properties of
the subject area. In contrast to the traditional approach to pre-training, the developed method allows building models of lower
complexity. A formal criterion is proposed for determining the moment of termination of the neural network pre-training, the use of
which allows avoiding retraining of the base model and ensuring a significant reduction in the model training time on the target data
set. The practical utility of the work lies in the development of an algorithm for the method of pre-training time delay neural
networks in the tasks of identifying nonlinear dynamic objects with continuous characteristics, which allows to significantly reduce
the training time of neural networks without losing model accuracy. The value of this study is to determine the area of effective use
of the proposed method, namely, when the general and target datasets do not have significant differences and the target dataset is of

sufficient size to reflect the properties of the research object.
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INTRODUCTION

In today's fast-paced world, technologies play a
key role in the progress of most aspects of human
activity. From biological and medical research,
industrial and energy processes to financial and
logistics systems, technological innovations are
opening up new horizons of opportunity [1, 2].

Successes in the development of technologies
are due, in particular, to the complexity of control
objects, which are reflected in the gradual change of
linear models to more complex non-linear ones, in
particular, those with dynamic properties.

Such models are the basis of most objects and
processes of the surrounding world and have a
number of advantages: increasing the accuracy of
modeling, expanding the range of external
conditions and modes of operation. This paves the
way for more reliable and efficient solutions that can
adapt to changing conditions and requirements.

© Fomin O., Orlov A., 2024

However, along with the advantages, nonlinear
dynamic models put forward increased requirements
for the accuracy and flexibility of identification
systems.

A common approach to modeling nonlinear
dynamics are neural networks of various
architectures, in particular, time delay neural
networks [3]. One of the key advantages of neural
networks is their ability to build models based on
experimental input/output data, making them
exceptionally useful for solving problems where
complex relationships between variables cannot be
easily understood or described using traditional
mathematical models [4]. This property is especially
valuable in situations where big data about the
behavior of the system is available, but there is a
lack of a priori information about the structure and
internal properties of the object.

Among the disadvantages of using neural
networks in modeling are the complexity of
interpreting the resulting models and a significant
training time [4, 5].
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Thus, there is a contradiction between the
accuracy of modeling nonlinear dynamics and the
speed of model construction under conditions of
limited computing resources or when a rapid
response is required.

In the current situation, a pre-training approach
can serve as an effective means of overcoming the
established contradiction, as it allows you to start
training the model already with some understanding
of the data, which speeds up the learning process.

Based on the analysis of the advantages and
disadvantages of traditional methods of preliminary
learning, an attempt is made to eliminate the
contradiction between the accuracy of modeling
nonlinear dynamics and the speed of model
construction by developing and adapting methods of
preliminary training of time delay neural networks.

LITERATURE REVIEW

To solve the contradiction that hinders the
development of neural networks in the direction of
identifying nonlinear dynamics, several approaches
have been proposed depending on the properties of
the object, the amount of a priori data, and the
conditions of application [6]. Analysis and
systematization of these approaches to the
development of methods for accelerating the training
of neural networks and rapid adaptation to new tasks
on the basis of limited data allows us to identify
several areas [1, 7]. Among them: improvement of
activation functions [5, 8], teaching methods [6, 9]
and the structure of neural networks [7].

In recent years, an approach based on pre-
training of neural networks has become popular due
to its effectiveness [10, 11]. Pre-training of neural
networks consists of extracting information from
previous data before the start of the main stage of
training. This makes it possible to start training the
model on target data using a pre-trained model
instead of a model with random parameters, which
allows you to accelerate the convergence of the
neural network model, increases its performance
even on datasets of limited volume [11, 12].

The implementation of the pre-training
technique is carried out in two stages [10, 13]:

— construction of a rough model: extraction of
general patterns from the basic dataset by means of
preliminary training of models;

— Building an exact model: training a rough
model on the target dataset.

At the same time, once trained, a rough model
characterized by a simplified representation of
complex objects can be used in modeling any

objects whose laws of functioning have similar
features.

The described approach  has
predominant features at once [10, 11].

First, the use of pre-trained models reduces
training time on target data. As a result, it
significantly reduces the computational cost of
training an accurate model.

Secondly, it makes it possible to extract general
patterns from large amounts of data, which is
especially useful when there is a lack of sufficient
data in the target dataset.

The disadvantages of the approach are the
difficulties of adapting to tasks that are very
different from those on which they were previously
trained. In addition, pre-trained models can be
prohibitively complex to model target objects.

There are several approaches to pre-training
neural networks [11, 14].

Autocoding. This is neural network training,
during which the model tries to reproduce the input
data at the output, minimizing the loss between the
original and recovered data.

Deep learning on unlabeled data. This method
involves the use of neural networks to learn from
large amounts of unlabeled data.

Transfer Learning. In the transfer of learning,
the model is pre-trained on one task and then
continues to learn on another related task.

These pre-training methods can be used
individually or in combination with each other,
depending on the specific task and available data.

Pre-trained neural networks have become an
integral part of much research and development in
the field of artificial intelligence [15]. They have
proven their effectiveness in reducing the training
time of convolutional neural networks and building
universal models in a wide range of tasks. The pre-
trained convolutional networks DenseNet, VGG,
which are successfully used in computer vision
tasks, the BERT natural language processing
network, and the GPT text generation network are
well known.

This direction also looks promising in the
problems of identification of nonlinear dynamic
objects. At the same time, there is a lack of work in
the field of preliminary training of neural networks
that model nonlinear dynamic properties of objects
with continuous characteristics.

Based on the above, the current direction of
development of neural network methods for
identifying nonlinear dynamic objects is the use of
preliminary training, which is dynamically
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developing and able to effectively cope with the
requirements of modern modeling tasks.

PROBLEM STATEMENT

The formal formulation of the problem of pre-
training a neural network is as follows.

Let S be a domain for which there is marked-
up data of sufficient size Ns (dataset Ds):

Ds={(x®, yi*)}, 1)

where x® is the vector of independent variables, yi°
is the corresponding target variable (label), i=1,...,
Ns.

Let fos is a general (rough) model in the form
of a neural network with 8s parameters, trained on
Ds data.

Let T is a target problem in domain S for which
there is labeled data of limited size Nt (dataset Dr):

Dr={(x", yi)}, )
where x;" is the vector of independent variables;
yi' is the corresponding target variable (label),
j=1,..., Nr.

Let for is a target (exact) model in the form of
a neural network with 61 parameters, trained on Dr
data, which provides accuracy [16]:

Eor = mse(for(x") — yi"), 3

with the duration of training of the target model tor.

It is necessary to find the following parameters
0s of the rough model, using which the initial values
of 6ro when training the exact model fgr achieves a
given level of accuracy Eer in @ minimum period of
time:

0, =0 : argt minL; (fi: (¢,"),y,") =E¢, (4)
where Ly is the loss function adopted for the target
model.

When condition (4) is met, the fos model is said
to be pre-trained.

To assess the quality of the pre-trained fos
model, the learning performance indicator Pgr of the
for model on the target DT dataset is used in the
form of the following metric [17]:

Por=Eet/tor. (5)

The number of epochs of model training can be
used as the value of tor.

PURPOSE AND OBJECTIVES OF THE
STUDY

The purpose of the work is to reduce the time
of construction of time delay neural networks while
ensuring the specified accuracy in the tasks of

identifying nonlinear dynamic objects  with
continuous characteristics by developing a method
of preliminary training of neural network models.

To achieve the goal, the following tasks are
established.

1. Development of a method for identifying
nonlinear dynamic objects based on basic pre-
trained neural networks.

2. Construction of a criterion for stopping
previous learning to prevent adaptation to the data of
the basic dataset.

3. To study the effectiveness of the use of basic
pre-trained neural networks when working with
nonlinear dynamic objects containing combined
characteristics in the form of a composition of
typical dynamic links.

IDENTIFICATION METHOD BASED ON
BASIC PRE-TRAINED NEURAL NETWORKS

1. Modeling of nonlinear dynamic objects
based on basic pre-trained neural networks

An approach to training neural networks based
on the use of prior learning in practice can lead to a
slight increase or, in general, to a decrease in the
training performance of the target model [13].

One of the factors reducing the productivity of
the target model training process is the general
nature and large volume of the training dataset Dso,
which should contain a description of the object's
behavior in the widest possible range of external
conditions and under the influence of a wide range
of input signals [18, 19]. As a result, in a particular
case, when solving the problems of modeling objects
in a narrower range of external conditions and input
influences, the rough feso and exact feri models
(i=1,...,9, where g is the number of target modeling
tasks) have excessive complexity (Fig. 1a).

There are two ways to overcome this problem.

1. Formation of a set of separate highly
specialized training datasets Dsi for the construction
of rough models fesi with the subsequent
construction of exact models fori by further training
of a rough model on the target dataset Dr; (Fig. 1b).
In this case, the benefits of pre-training are largely
lost, since it is necessary to form a separate training
dataset Ds; for each target task and teach the rough
model fosi. This leads to a loss of time in solving
each target problem.

2. Formation of a set of separate training
datasets Ds;j (J=1,..., h, where h — is the number of
basic characteristics reflecting individual properties
of the subject area), for the construction of basic pre-
trained neural networks fos; with the subsequent
construction of exact fori models by retraining a
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rough model in the form of a composition of basic
pre-trained neural networks on the target dataset Dr;
(Fig. 1c).

The result of this approach is a set of basic pre-
trained neural networks fes; that are defined only
once. At the same time, each of the basic neural
networks fosj is much simpler than the rough model
fOSO-

A rough model of the object fosi, containing
combined characteristics in the form of a
composition of typical dynamic links, is built on the
basis of a set of basic pre-trained neural networks fos;
that correspond to the existing characteristics of the
object. At the same time, the structure of the rough
model fesi (dimension of the parameter vector 0s;)
must coincide with the structure of the basic neural
network fysj (dimension of the parameter vector 0s):

fesi . dim(OSi) = dim(esj), (6)

which ensures the simplicity of an exact model fori.
In this paper, a method for identifying nonlinear
dynamic objects is proposed, based on the use of a

set of basic pre-trained neural networks reflecting
typical properties of the subject area.

The algorithm of the proposed method is to
perform the following steps.

1. Selection of typical domain properties and
formation of a set of datasets reflecting the selected
properties.

2. Preliminary training of basic neural networks
on the generated datasets that correspond to the
established typical properties of the subject area.

3. Construction of a rough model based on a set
of basic pre-trained neural networks that correspond
to the properties of a certain target task.

4. Training of an accurate neural network model
based on the rough model obtained at the previous
stage.

2. Selection of typical domain properties for
the formation of a set of datasets

The procedure for selecting typical domain
properties for the formation of a set of datasets
includes the following steps [20, 21], [22].

Basic Dataset Dso

Basic Dataset Dso

Basic Dataset Dso

Ds1 Ds2 Dsg Ds1 Ds2 Dsh
J? V V4 V I——v———v—————v——l
foso fost || fos2 fose | st || fos2 fosn ||
l J7 J7 = —| _______ l

Dn D Dre Dn D2 Drg Dn D2 Drg

Jfemt for2 forg et for2 Jfotg Jem Jfom2 Jfotg

a b c
Fig. 1. Block diagram of the pre-learning process:
a— preliminary training of the basic model; b — pre-training of simplified models;
C — pre-training of basic models
Source: compiled by the authors

ISSN 2617-4316 (Print) Digital control of technical and social systems 27

ISSN 2663-7723 (Online)



Fomin O. O., Orlov A. A.

I Applied Aspects of Information Technology

2024; Vol. 7 No.1: 24-33

1. Determination of the range of tasks to be
solved in the subject area, analysis of the properties
of the subject area, which are essential for the
objects of the subject area and should be reflected in
the formation of the dataset Dso.

2. Determination of the types of signals (e.g.,
periodic, random, pulsed) that best reflect the
dynamics of the objects under study and the reaction
of the object to which should be included in the
dataset Dso. Determination of signal parameters for
each type of signal, such as amplitude, frequency,
phase, pulse duration, etc., corresponding to the
typical operating conditions of domain objects.

3. Formation of the dataset Dso based on the list
of domain properties and the generated set of input
signals. Segmentation of the Dso, dataset into
separate datasets Ds; (j=1,...,h) in accordance with
the defined list of domain properties.

This procedure is iterative and involves
adjusting a set of typical domain properties and
input signal types and corresponding datasets.

3. Pre-training of basic neural networks

The idea of pre-training is to extract general
patterns and dependencies from a common dataset.
The acquired knowledge can be used in solving
various target problems in the subject area. To do
this, the pre-trained model continues to be trained
on the target dataset that corresponds to a specific
target task.

However, when implementing this approach,
the problem arises of finding the best moment to
stop the process of preliminary training of the basic
neural network. At this point, the pretrained model
should already contain the general patterns from the
basic dataset Ds; and, at the same time, should not
be retrained (it has not adapted to the data of this
dataset). Violation of this state of equilibrium leads
to the following undesirable consequences.

1. Early termination of studies. In the case
where the baseline and exact models differ
significantly, the process of training the exact
model can become longer and less efficient.

2. Belated termination of training. If the base
model has adapted well to the training dataset, the
domain shift problem is likely to occur. This
problem leads to a decrease in the performance of
training an exact model on the target dataset Dr;
(i=1,...,0) due to a mismatch between the
characteristics of the basic and target datasets.

The developed method for identifying
nonlinear dynamic objects, based on the use of a set
of basic pre-trained neural networks, should take
into account both limitations. The implementation

of the above constraints is carried out by setting a
limit on the training time of basic models while
ensuring a given accuracy.

To determine the training time thresholds for
basic models, consider a time delay neural network
(TDNN) as a powerful and effective tool for
identifying nonlinear dynamic objects with
continuous characteristics. The most popular
TDNN structure is a three-layer direct signal
propagation network consisting of input, hidden,
and output layers [22, 23]:

— the input layer includes M neurons (M is the
memory length of the object model). The value of
M is chosen in such a way as to best reflect the
dynamic properties of the object;

— the hidden layer contains K neurons with a
nonlinear activation function. The value of K is
chosen to best reflect the nonlinear properties of the
object;

— the output layer consists of 1 neuron with a
linear activation function.

A block diagram of TDNN is shown in Fig. 2.

Input input: | [(None, )]
InputLayer | output: | [(None, M )]
Input_layer input: | (None, M)
Dense ‘linear output: | (None, X )
Output_layer input: | (None, X )
Dense l relu | output: [ (None, 1)

Fig. 2. Time delay neural network block diagram

with M inputs and K hidden neurons
Source: compiled by the authors

The value of None in the data dimension vector
in Fig. 2 means the variable number of rows in the
dataset.

The input layer of the neural network receives
the data:

XnS=[X(tn), X(tna), ..., X(to-m-1)], ti=nAL, n=1,2,... (7)

The signal y»° on the output layer at time t,
depends on the values of the input signal x,° and is
determined by the expression [24]:

K M
yS =h, + SO_ZIJWi S (bi + Z;Wi,jx(tni)j - (6)
i= 1=

where bij and bo are the neuronal shifts of the latent
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and output layers, respectively; S; and So are the
functions of activation of neurons of the latent and
output layers, respectively; wi; and w; are the
weighting coefficients of the neurons of the latent
and output layers, respectively.

The criterion for stopping the learning process
of the basic model fosi (i=1,...,9) in the form of
TDNN is the simultaneous fulfillment of two
conditions [5, 8]:

— the standard deviation of the weights of the
input layer of the network at the learning epochs
k+1 and k does not exceed the specified value E1;

— the standard deviation of the weights of the
hidden layer of the network at the learning epochs
k+1 and k is not less than the specified value E2:

()

4. Building a rough model based on a set of
basic pre-trained neural networks

After the pre-training process of the set of
basic models is completed, a rough model is built
on their basis. This model consists of a set of basic
pretrained neural networks fes; that correspond to
the existing typical characteristics of the object.
Given the limitations (6) in the work, the
parameters of the rough model s are determined
from the composition of the corresponding
parameters of the basic pretrained neural networks:

d

1
0s :Ezesd , (8)
i1

where d is the number of basic pretrained neural
networks  corresponding to  the typical
characteristics of an object, d <h.

At the same time, the dimension of the rough
model fos (dimension of the parameter vector 6s)
remains the same as that of the basic pre-learned
models, that is, the complexity of the rough model
does not increase.

Another advantage of forming a rough model
from expression (8) is that there is no training
procedure, which significantly speeds up the
process of building a rough model.

5. Teaching an exact neural network model
based on a rough model

Once a rough model is constructed, its Os
parameters are taken as initial when training an

exact model fori (i=1, ...,9): O10=0s.

At the same time, the criterion for stopping the
process of training an exact model is the standard
deviation of the model's output from the values of
the target variable (3).

Approbation of the developed method of
identification of nonlinear dynamic objects, based
on the use of a set of basic pretrained TDNN, is
carried out on the task of modeling a test object with
continuous characteristics [25].

EXPERIMENT SETUP

As a result of the work, the problem of
developing a multifactor information criterion for
choosing a machine learning model in the form of a
neural network, which best meets the set of
requirements for the accuracy and interpretability
of an intelligent system, has been successfully
solved.

The study of the effectiveness of the use of
basic pre-trained neural networks in the
identification of nonlinear dynamic objects is
carried out on a test example.

The test object is a structure with a linear
dynamic link and a nonlinear link in feedback [25,
26].

The selection of typical properties of the test
object for the formation of a set of datasets
reflecting the selected properties is carried out from
typical dynamic links. The selected typical
properties of the object are shown in Table 1.

Table 1. Typical properties of the test object

No. Title Expression

1 Inertia-free y(t)=Rx(t)
amplifier

2 Integrator yO=1/T fot x()d(t)
Inertial link Tdy(t)/dt+ y(t)= x(t)

T1 d?y(t)/dt?+ T, dy(t)/dt
+ Tay(®)=x(t)

Oscillating Link

5 Link with
saturation

] ax®>p
v = {x(t), X(t) <b

Source: compiled by the authors

The training sample obtained from the results
of the simulation experiment “input/output” with the
test object is a set of signals — responses of the
object y(t) to the test input signals x(t) in the form of
impulse, step, linear and harmonic functions with
different amplitudes a.

Preliminary training of basic neural networks
was carried out on the basis of three-layer TDNNs
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with the number of neurons in the input and hidden
layers M=K=50. The level of loss (mse < 50) and
the training time (epochs < 100) established by the
conditions of the experiment.

The construction of a rough model is carried
out for an object with the properties of an inertia-
free amplifier, an inertial link and a saturation
function on the basis of a set of corresponding basic
pre-trained neural networks according to
expression (8).

Training of the exact neural network model
for1 is carried out on the basis of the obtained rough
model in the form of TDNN on the data of the
target dataset Dr1. The process of further training in
the form of dependence of the metric of model
training accuracy depending on the number of
epochs of training is shown in Fig. 3.

For comparison, an exact model for> was
trained in the form of TDNN of a similar structure
with random initial values of weights on the data of
the same target dataset Dr1. The learning process in
the form of dependence of the metric of model
training accuracy depending on the number of
epochs of training is shown in Fig. 3.

mse

Jert

Jorz

10 20 30 40 50 60 70 80 a0 10c EDDCh

Fig. 3. Graph of the for2 and for2 model training
accuracy metric as a function of the number of

epochs of training on the target dataset data D1
Source: compiled by the authors

Fig. 3 shows the advantages of using basic
pre-trained neural networks in the identification of
nonlinear dynamic objects, which consist in
reducing the training time of the TDNN model by
4.7 times compared to the full training procedure
with comparable accuracy of both models.

DISCUSSION OF THE RESULTS

The obtained modeling results indicate that the
use of TDNN models to identify nonlinear dynamic
objects with continuous characteristics based on
basic pre-trained neural networks can significantly

reduce the training time of neural network models
without loss of accuracy.

The advantages of the developed method of
identification of nonlinear dynamic objects based on
basic pre-trained neural networks include the ability
to improve the performance of the model in the
absence of labeled data for the target task. This is
especially useful in situations where collecting
labeled data requires a lot of effort and the baseline
task has an overabundance of data. The area of
effective use of the proposed method has been
allocated.

The use of the developed method has
limitations in its use.

Firstly, the common and target datasets should
not differ significantly in the distribution of
parameters in order to prevent the domain shift
problem.

Secondly, insufficient data for fine-tuning can
lead to the problem of overtraining or insufficient
training of the model.

Thus, the sphere of effective application of the
method of identification of nonlinear dynamic
objects with continuous characteristics based on the
use of a set of basic pre-trained neural networks is
the cases when the general and target datasets do not
have significant differences and the target dataset is
of sufficient size to reflect the properties of the
object of study.

It should be noted that the paper does not
consider the procedure for selecting typical
properties of the subject area and signals that best
reflect the dynamics of the objects under study.

CONCLUSIONS

As a result of the work, the problem of
reducing the time for building time delay neural
networks while ensuring the specified accuracy in
the tasks of identifying nonlinear dynamic objects
with continuous characteristics is successfully
solved by using a set of basic pre-trained neural
networks that reflect the typical properties of the
subject area.

To resolve the contradiction between the
accuracy of modeling nonlinear dynamics and the
speed of model construction, a method for
identifying nonlinear dynamic objects based on
basic pre-trained neural networks has been
developed.

To prevent early or delayed termination of
training of a rough model, a criterion for stopping
training based on the assessment of the standard
deviation of the parameters of the input and hidden
layers of the network for models in the form of
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TDNN is proposed. test nonlinear dynamic object, which allows to
The efficiency of the developed method for  reduce the training time of the TDNN model by 4.7

identifying nonlinear dynamic objects based on the  times compared to the full training procedure with

use of a set of basic pre-trained neural networks has ~ comparable accuracy of both models.

been proven in solving the problem of identifying a
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AHOTALIS

Pobota mpucBsueHa BHPIMICHHIO MPOTUPIYYS MK TOYHICTIO MOJENIOBAHHS HENIHIHOI NTMHAMIKK 1 IIBUAKICTIO MOOYIOBU
MOJIeNli B yMOBaX OOMEKEHHX OOYHCIIOBAIBHUX pecypciB. MeTor poOOTH € CKOpOYCHHS 4acy MOOYIOBH HEHPOHHHX MEPEK 3
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YaCOBHMH 3aTPUMKAMHU TIPH 3a0e3MEUYCHHI 3a/IaHOI TOYHOCTI B 3aj7ayax iJeHTU]IKamii HEMiHIMHUX JAMHAMIYHHX OO'€KTiB i3
Oe3nepepBHIMH XapaKTepUCTHKAaMH. Ll MeTa TOCATa€eThes IUITXOM PO3POOKH METOY IONEepeHHOr0 HaBUYaHHSI HEHPOHHUX MEpeX,
mo BifoOpaxaloTh 0a3WCHI XapaKTEepUCTHKH TNpeaMerHoi obiacti. HaykoBa HOBH3HA poOoTH momArae y po3poOmi Meromy
imeHTH}IKALI] HEMIHIHHUX TUHAMIYHUX O0'€KTIB y BHIUIAAI HEHPOHHMX MEPEX 3 YaCOBHMH 3aTPUMKAMHU HAa OCHOBI BHKOPHCTAHHS
Habopy Oa3uCHHX IONepeHHO HABUYEHHX HEHPOHHHX MEpeX, IO BiZoOpakaroTh THIOBI BJIACTHBOCTI NpeaMeTHOi obnacti. Ha
BiIMIHY BiJ TpaguWIiifHOrO IiJXOAY IO HOIEPEeIHHOr0 HaBYaHHS, PO3pOOIEHHH MeTon H03BOJIsiE OymayBaTH MOIENi MEHIIOU
ckyagHocTi. Jisl BU3HAUeHHS MOMEHTY NPUIMHEHHS IONEpeIHBOr0 HaBYaHHS HEWPOHHOI Mepesxi 3ampoNOHOBAaHO (OpMalbHUI
KpHUTEpiif, BUKOPUCTAHHS SIKOTO J1a€ 3MOTY YHHUKHYTH IIepeHaBYaHHS 0a30BOI Mozeli Ta 3a0e3NeUYHTH CyITE€BE CKOPOYEHHS dYacy
HABYAHHS MOJICNI Ha IUIbOBOMY HAa0Opi JaHuX. [IpakTHdHa KOPUCTH POOOTH IOJSATAE B PO3POOIIL aTOPUTMY METOAY TOIEPETHHOTO
HaBYaHHS HEHPOHHHX MEPEX i3 YaCOBUMHM 3aTPUMKAMH B 3a/1a4ax iIeHTH(iKanil HeNiHIHHNX AMHAMIYHUX 00'€KTIiB 3 Oe3repepBHIMEI
XapaKTepUCTHKaMH, IO J03BOJISIE CYTTEBO CKOPOTHTH Yac HaBYaHHS HEHPOHHHMX Mepex 0e3 BTparu TouHocTi mozeni. LliHHiCTH
IIPOBEAEHOr0 JIOCII/UKEHHS IONATae y BU3HAYECHHI 001acTi e)eKTHBHOrO BHKOPHUCTAHHS 3allPONIOHOBAHOTO METOAY, a caMe KOJHI
3araJbHUN Ta WiTbOBHI Hallp JaHWX HE MAlOTh CYTTEBUX PO30DKHOCTEH Ta HUTHOBMH Habip MaHWX Mae JOCTaTHIH po3Mip IS
BiJJOOpakKeHHs BIACTHBOCTEH 00’ €KTY JOCHIPKEHHSL.

KurouoBi cjioBa: HemiHIMHI JUHAMIYHI 00'€KTH; MOJICITIOBaHHS, HEHPOHHI MEpeXi 3 YaCOBHMH 3aTPUMKAMH, TIOTEPEITHE
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