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Abstract  
The paper focuses on the study of the checkability of digital circuits in relation to FPGA 
(Field Programmable Gate Array) components of safety-related systems that serve high-risk 
facilities, maintaining their functional safety in synergy with its own. Functional safety 
breaches are associated with failures that stimulate the use of fault-tolerant solutions. 
However, the possibilities of these solutions are limited by the number of failures which can 
be countered. As a result, functional safety, based only on circuit fault tolerance, faces the 
problem of multiple failures. This problem manifests itself in the example of hidden faults, 
which can be accumulated in significant quantities during extended normal operation of the 
system. The multiple manifestations of these faults in emergency mode call into question the 
fail-safety of fault-tolerant circuits, including FPGA components, which can accumulate 
faults in the memory of the LUT units. Ensuring the fail-safety of circuits requires taking into 
account their checkability, which depends on the data arriving at the inputs of the circuit in 
normal and emergency modes. A method for assessing checkability, which is important for 
the fail-safety of FPGA components, is proposed. Checkability is assessed on real input data, 
the change of which often extends only over a part of the range of values related to the 
normal functioning of the system. The method makes it possible to evaluate the change in the 
checkability of the circuit depending on the change in its input data.     
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1. Introduction 

The activity of mankind in production and consumption is scaled up at an increasing pace and is 
accompanied by the creation of powerful infrastructures for the generation and distribution of 
electricity and other resources of mass demand. These manufacturing and transport infrastructures are 
gradually becoming safety-related and transforming into high-risk facilities. This trend can be traced, 
since these objects are associated with the largest number of accidents that occurred with significant 
negative consequences [1, 2]. 

The development of high-risk objects can be attributed to objectively occurring processes that 
cannot be stopped. The rapid development of the energy sector is accompanied by an increase in the 
number and capacity of power plants and power grids. Growing cargo flows stimulate the 
development of transport infrastructures for land, air and water communications. Chemical and 
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biological production creates their own risks associated with toxic and no less hazardous products, 
which also need to be ensured for safe storage, transportationб use and disposal. The accumulation of 
various types of weapons and ammunition supplements, but does not exhaust, many of today's sources 
of risk. Risk assessment is based on taking into account two factors related to the probability of an 
accident and the cost of its possible consequences [3, 4].  

The described processes demonstrate an increase in the total power of high-risk objects, which 
humanity is unable to refuse. This feature of our development is manifested in the constant increase in 
the cost factor of the consequences caused by accidents. In the current circumstances, containing the 
growth of risks becomes a necessary condition for survival, and the implementation of this urgent 
requirement is only possible by reducing the factor associated with the probability of an accident. This 
problem is being solved through the development of information technologies implemented in 
computer systems for managing high-risk facilities. With this specificity of use, computer systems 
exhibit features that transform them into a special type of instrumentation and control safety-related 
systems. These systems are aimed at ensuring functional safety, which is considered in a complex 
both in relation to the control object and in relation to the system itself, and serve to prevent accidents, 
as well as reduce losses in the event of an accident. The purpose of safety-related systems determines 
the features of their design, which provide for the organization of their operation in two modes: 
normal and emergency [5, 6].  

Requirements for the functional safety of critical systems are regulated by international standards, 
which pay considerable attention to the challenges associated with failures [7].  

Safety-related systems must resist failure, i.e., continue to properly perform their functions to 
ensure their own safety and the safety of control objects, even in the event of failures. Such 
capabilities are based on the use of fault-tolerant solutions in the design of systems and their 
components [8]. International standards pay the greatest attention to failures for a common cause, 
which arise as a result of copying circuit solutions into duplicate channels of fault-tolerant structures 
and can replicate failures, for example, as a result of a design error [9]. 

The emphasis on common cause failures is due to the limited capabilities of fault-tolerant circuits, 
which are designed to withstand a specified number of failures, and typically provide a response to 
one or two failures. A significant limitation in the number of failures to be parried is dictated both by 
the desire for simple solutions and by the expectation of one failure, as the most probable in relation 
to their greater number. Therefore, the development of fault-tolerant schemes is mainly due to the 
restrictions imposed on copying solutions using multi-version technologies to eliminate the common 
causes of replicating failures. The main direction in the development of multi-version technologies is 
associated with the expansion of the types of diversity for schemes that duplicate functions in fault-
tolerant structures [10, 11].  

Thus, the main challenge for fault-tolerant solutions used in safety-related systems is multiple 
failures, since in the event of multiple faults, these solutions no longer guarantee functional safety, 
i.e., they do not become fail-safe. For this reason, one of the most important issues in ensuring the 
functional safety of critical systems is to study the sources of multiple failures. 

Such failures can occur due to vulnerabilities manifested in the field of information security by 
deliberate malicious actions that occur, for example, as a result of cyber-attacks by botnets that violate 
the integrity of a computer system [12–14]. 

For safety-related systems and control objects, emergency modes are not only the most critical, but 
also the least studied. The main contribution to their study is made by the ongoing accidents. 
Erroneous actions of the maintenance personnel lead to new unforeseen scenarios for the development 
of events with unexpected results, including the manifestation of hidden defects, which, if properly 
maintained, would not have emergency consequences [15, 16]. 

One of the most significant sources of multiple failures, which is inherent in fault-tolerant 
solutions used in critical applications [17], manifests itself in the problem of hidden faults. Such faults 
can accumulate in digital circuits during an extended normal mode under conditions where the input 
data manifesting them is not used in this mode. The emergency mode can manifest accumulated faults 
with the arrival of the corresponding input data in an amount exceeding the possibility of their 
parrying by fault-tolerant circuits [18]. 

Thus, the source of multiple failures is the accumulation of faults that cannot be detected in normal 
mode. Indeed, the detection of faults is performed by methods and means of on-line testing using 



logical control. In this case, a fault can only be detected if it causes an error in the monitored result 
[19, 20]. 

The problem of hidden faults is outside the scope of international standards related to functional 
safety. At the same time, this source of multiple failures is directly due to the peculiarity of safety-
related systems to operate in two modes. In conventional computers, hidden faults do not create the 
problem of multiple failures, since they remain hidden and do not have any effect on the 
computational process throughout the entire operating mode. 

The problem of hidden faults is better known from the practice of using simulation modes, which 
recreate emergency conditions to control the functioning of safety-related systems and their 
components. Such modes are used in modern critical systems to detect hidden faults that do not 
appear as errors on the input data of normal mode. However, simulation modes themselves pose a risk 
to functional safety, as they are generators of emergency conditions. The practice of their application 
includes cases of both planned and unauthorized switching on, which have repeatedly led to 
emergency consequences. The planned activation of the simulation mode is a dangerous procedure, 
since it is accompanied by the shutdown of emergency protections, which was one of the reasons for 
the Chernobyl tragedy. Unauthorized switching on of simulation modes, which repeatedly occurs 
through the fault of a person or an arising malfunction, is distinguished by a factor of surprise and is 
also fraught with emergency consequences [21, 22].  

The use of simulation modes indicates the importance of hidden faults, which are feared to a 
greater extent than the recreation of emergency conditions. In addition, the presence of dangerous 
simulation modes indicates a distrust experienced in relation to fault-tolerant solutions that do not 
always translate into fail-safe solutions that are important for ensuring the functional safety of critical 
systems. The reason for such an unwarranted transformation of fault-tolerant circuits into fail-safe is 
associated with their limited checkability [18]. 

The checkability of a digital circuit prevents the accumulation of faults, and its limitation can be 
inherited by the fault tolerance of circuit solutions and have a significant impact on the processes 
important for ensuring the functional safety of safety-related systems. 

Safety-related systems are developed using the most effective technologies, proven in practice, 
according to the component approach [23, 24]. The development of digital components is gaining 
priority in FPGA designing (Field Programmable Gate Array), which combines the versatility of a 
hardware solution with the flexibility of programmable logic [25, 26].  

Digital circuit design is performed by programming FPGA chips within their LUT-oriented (Look-
Up Table) architecture. During programming, the program code is written into the memory of the 
LUT units. Therefore, the fail-safety of fault-tolerant FPGA projects depends on their checkability in 
terms of the memory of LUT units [27]. 

In this regard, the assessment of the checkability of FPGA projects is of great importance. The 
division of the operating mode of the critical system into normal and emergency is inherited by the 
input data. Taking into account such a division makes it possible to evaluate the checkability of the 
memory of LUT units [28]. However, this assessment can be significantly different from the real one 
and can be misleading in terms of the safety of fault-tolerant schemes. 

This paper aims to draw attention to the real checkability of digital circuits in FPGA components 
of safety-related systems. Section 2 identifies the problem associated with evaluating the real 
checkability of digital circuits in FPGA components of safety-related systems. Section 3 describes a 
method for assessing the real checkability of digital circuits in critical applications. Section 4 presents 
the results of experiments to assess the real checkability of digital circuits using the example of a 4-bit 
mantissa multiplier, implemented in an FPGA project as a component of a safety-related system. 

2. Related works and definition of problem 

The suitability both natural and man-made processes and objects for checking is an important 
condition for survival and development. In computer technology, this trend began to develop in the 
testability of digital circuits, the increasing complexity of which began to impede the effective 
development of tests for detecting faults [29, 30].  



The testability of a digital circuit is assessed using its controllability and observability, which are 
determined on all input data. Thus, testability is completely determined by the schema structure and 
therefore can be considered as structural checkability. 

In the operating mode, the checkability of digital circuits is their important characteristic in 
relation to the implementation of on-line testing [31, 32]. Logic checking methods aimed at detecting 
errors in computed results are limited in their capabilities by logical checkability, which determines 
the ability of a digital circuit to exhibit faults in the form of errors on the input data of the operating 
mode. For this reason, the logic checkability of digital circuits gains an additional dependence on the 
input data in the operating mode. A fault for which there is no input data, manifesting it in the form of 
an error, is hidden to any logical checking.  

However, this lack of logical checking has no consequences, since such a fault is also hidden for 
the entire operating mode and, therefore, harmless for the functioning of the circuit. The tolerance for 
hidden faults changes in safety-related systems due to the diversification of the operating mode, 
which is divided into normal and emergency. Diversification of the operating mode has a significant 
impact on many aspects in the functioning of critical systems. In particular, it corrects the purpose of 
on-line testing, which in emergency mode is aimed at checking the trustworthiness of the calculated 
results, and in normal mode it is used to clear the circuit from faults. In addition, the diversification of 
the operating mode is inherited by the input data, which becomes different in these modes and makes 
the checkability of the digital circuit correspondingly different depending on them. 

So far, the checkability of a digital circuit has been viewed in terms of its positive role in 
developing tests and enhancing on-line testing. At the same time, checkability should be considered 
from the standpoint of its features, which, depending on the conditions, can have both positive and 
negative effects. Indeed, the checkability of a digital circuit consists in the manifestation of 
malfunctions in the form of an error in the calculated results. However, errors reduce the 
trustworthiness of the results, which, as a rule, are the main purpose of the calculations performed. 

In addition, it should be noted that most often the results are distorted by transient faults, which are 
much more likely events than permanent faults [33].  Therefore, the high checkability of the digital 
circuit leads to a decrease in the trustworthiness of the results, mainly due to transient faults, the 
detection of which does not help to clear the circuit from malfunctions in the normal mode. Most of 
all, the emergency mode needs to ensure high trustworthiness of the calculated results, for which the 
manifestation of faults in the form of errors, due to high checkability, is undesirable. 

For this reason, different checkability in normal and emergency mode is also a feature that can 
play both a positive and a negative role in these modes.  

The best combination of the checkability of the scheme and the trustworthiness of the results is 
achieved when these indicators are provided, respectively, at a high and low level in normal mode and 
in the opposite ratio in emergency mode. 

In the case where the checkability of the circuit in the normal mode includes the checkability that 
the circuit exhibits in the emergency mode, the problem of hidden faults does not arise since the 
hidden faults remain so in both modes. Otherwise, the various checkability of a digital circuit 
contributes to the accumulation of hidden faults that pose a threat to fault tolerance, preventing the 
transformation of fault-tolerant circuits into fail-safe ones. 

The checkability of FPGA projects has its own characteristics associated with their LUT-oriented 
architecture. Computations are organized by decomposing them into logical functions performed by 
LUT units. The description of these logical functions is stored in the form of program code in the 
configuration file of the FPGA project and in the process of its programming is written into the 
memory of the LUT units. Inputs of the LUT units take the values of arguments on which logical 
functions are defined. The arguments form the address at which the function value is read from the 
LUT memory to the unit's output. The number of inputs of LUT units can vary from 4 to 8 for 
different LUT-oriented architectures. The most widespread are LUT units containing 4 inputs: A, B, 
C, D for addressing 16-bit memory [34, 35]. 

The checkability of the LUT unit is evaluated taking into account its possible faults. The structure 
of the LUT unit includes a register memory in which the program code is written and a circuit for 
selecting the bit read from this memory. The register memory of each LUT unit is regularly tested 
using a checksum that is generated and validated for the entire program code of the FPGA design.  



The scheme for selecting the read bit of the LUT memory consists of switches, which are 
controlled by the address code formed at the inputs of the LUT unit. Regular testing of register 
memory makes it checkable in relation to all its possible faults, excluding their accumulation in 
normal mode. Switches of the selection circuit are not covered by program code checking and can 
accumulate faults on their information and control inputs.  

Malfunctions, which appear in the form of errors at the information inputs of the switches, distort 
the values of the bits read from the register memory. Malfunctions of the control inputs lead to 
addressing errors, which are manifested in the case of a mismatch in the values in the bits addressed 
to the correct and corrupted address. Thus, the checkability of the register memory does not ensure the 
checkability of the LUT memory as a whole, including the circuit for selecting the bits to be read. The 
values of the read bits of the LUT memory can be corrupted by faults accumulated during normal 
operation in the switches. 

The bits of the LUT memory are checkable for faults that cause an error in the monitored results. 
This checkability of the LUT memory plays a positive and negative role in normal mode and 
emergency mode, respectively. In critical systems, checkability is valuable, first of all, from the 
standpoint of withstanding multiple faults to transform a fault-tolerant circuit into a fail-safe one. 

The checkability of an FPGA project with a LUT-oriented architecture will be estimated by the 
ratio of the number of checkable bits of LUT memory to their total number. 

The plurality of checkable bits of a LUT memory should be determined taking into account the 
following features inherent in checkability of circuits in critical applications: 

1. Significance of checkability of schemes for ensuring the fail-safety of a fault-tolerant solution. 
2. Dependence of the checkability of the circuit on the real input data of the normal mode. 
In the first feature, the checkability of the FPGA project is characterized from the standpoint of its 

main role, which it should play in safety-related systems to ensure the fail-safety of fault-tolerant 
solutions. 

Circuit checkability is important to system safety in those bits of the LUT memory that are used in 
emergency mode and are therefore addressed in both modes. Therefore, in assessing the checkability 
of a circuit, not all checkable bits of the LUT memory should be considered, but only those that are 
used in both normal and emergency modes.  

The second feature of checkability in safety-related systems is associated with the nature of the 
input data entering the inputs of the circuits in the normal mode. 

For circuits used in critical applications, it is usually known to separate the input data according to 
their normal and emergency use. For example, the input data can be separated by a threshold, 
reaching and exceeding which marks the beginning and continuation of the emergency mode.  

Raising the threshold increases the amount of input data used in normal mode and reduces the 
amount of input data for emergency mode. Such changes contribute to an increase in the checkability 
of the circuit, as well as an increase in the number of checkable memory bits in normal mode and a 
decrease in the number of memory bits addressed only at the beginning of the emergency mode. An 
increase in the checkability of schemes with an increase in the threshold is confirmed by experimental 
data [36]. 

At the same time, such an assessment of checkability has a significant drawback associated with 
the nature of the data arriving at the inputs of circuits in critical applications. The safety-related 
systems are characterized by the functions of monitoring various parameters of the control object and 
the system itself. Due to the high technology prioritized in critical applications, the parameters 
generally exhibit high stability during normal operation. The input data for digital components of 
critical systems is formed from the results of measurements of these parameters and inherits a high 
stability of values, which is characterized by minor changes in noise level. The change in the input 
data does not cover the entire range of values of the normal mode and, as a rule, extends to its 
insignificant part. This fact leads to a significant difference between the real checkability of digital 
circuits and checkability, estimated relative to the threshold separating the input data of normal and 
emergency modes.  

Real checkability may turn out to be significantly lower than estimated and create a false idea of 
information sufficiency [37, 38] in assessing the fail-safety of a fault-tolerant FPGA component for a 
safety-related system. 



Thus, the problem of erroneous judgment about the real checkability of circuit solutions can have a 
significant impact on ensuring the functional safety of safety-related systems and control objects. 

3. A method of real checkability assessment for circuits with LUT-oriented 
architecture 

The initial data for assessing the real checkability are the real input data of the circuit, its 
description and the threshold S, which distinguishes between normal and emergency modes. 

Typically, the input data for component circuits in safety-related systems is recorded. The 
continuous nature of change, inherent in many parameters, is reflected in the change in numerical data 
with a step of 1 at the inputs of digital circuits. In this case, the change in the input data is fully 
characterized by the range, indicating only its boundaries. The range of input data variation can be 
estimated in the circuit itself and be operatively available in FPGA components, for example, by 
using JTAG technology. A description of a circuit with a LUT-oriented architecture can be obtained 
from a CAD database, for example, Compiler DB CAD Intel Quartus Prime 20.1 Lite Edition using 
an application in TCL language [39, 40].  

The description of the circuit contains a list of LUT units with an indication of the program codes, 
as well as the circuit inputs and outputs of the LUT units connected to their inputs. In addition, the 
circuit inputs and LUT units connected to its outputs are described. The threshold S can impose 
constraints directly on the input data or the result calculated by the FPGA component of the system. 
The proposed method for assessing the real checkability of an FPGA component is based on the study 
of the controllability and observability of the memory LUT bits, taking into account the range of input 
data changes that occurs in normal mode. Checkability is considered in that part of it, which provides 
or is not able to provide the fail-safety of a fault tolerant solution on the real input data of the normal 
mode.  

LUT units in the circuit description are arranged in the order in which their functions are 
performed, and then these functions in this order are executed during the simulation of computations. 

Simulation is performed on the input data in the range of their real change in normal mode. In 
addition, the computations are simulated on the input data of emergency mode, which start at the S 
threshold value. The method simulates a circuit with a LUT-oriented architecture in two stages aimed 
at assessing the controllability and observability of the memory LUT bits, respectively. 

At the first stage, the correct operation of the circuit is simulated. For each LUT unit, the 
simulation results determine two sets of PN and PE, which contain the bit numbers of the LUT 
memory addressed in normal and emergency mode, respectively. These sets are used to define the sets 
PN&E = PN ∩ PE and PE\N = PE \ PN of memory LUT bits, addressed in both modes and only in 
emergency mode, respectively.  

The use of memory LUT bits makes them controllable in the appropriate mode. The definition of 
the PN and PE sets is performed with different simulation costs.  

The PN set depends on the normal mode inputs and grows with their actual range. Therefore, this 
set needs to be adjusted when the ranges of the input data change. The set PE is completely 
determined by the threshold S, from which the emergency mode begins, and remains constant when 
the input data range is changed in normal mode.  

In the second stage, the input data, on which the memory LUT bits of the PE set are defined, are 
used to analyze the observability of these bits. The output of the LUT unit is inverted and the circuit is 
simulated based on the introduced fault. An error at the output of the circuit determines the analyzed 
bit of the LUT memory as observable. 

It should be noted that PN&E ⸦ PE. Therefore, the results of the observability analysis also apply to 
the memory LUT bits of the PN&E set and define two sets PNE and PEN of the memory LUT bits, which 
are controllable and observable in both modes and only in emergency mode, respectively. 

The PNE and PEN sets of the memory LUT bits are dependent on the actual input data of normal 
mode. Ignoring the actual change in the input data makes it possible to judge these sets based only on 
the value of the threshold S. In this case, the simulation is performed taking into account all the input 
data of the normal mode and determines these sets as PNE S and PEN S, respectively.  



The memory LUT bits of the PNE plurality are checkable in normal mode and thus eliminate the 
accumulation of hidden faults, as well as the problem of their manifestation in emergency mode. 
Therefore, the fail-safe circuit of the FPGA component is checkable and fail-safe in these memory 
LUT bits. 

The degree of fail-safety of a fail-safe FPGA component can be evaluated by checkability as 
C = BNE / BEN_S, where BNE = ǀPNEǀ; BEN_S = ǀPEN_Sǀ. 

The degree of fail-safety violation of the fail-safe FPGA component can be estimated by the 
checkability deficit using the formula D = BEN / BEN_S, where BEN = ǀPENǀ.  

4. Case study and discussion of the method 

The method for assessing the real checkability of an FPGA component is represented by its 
software implementation, executed in the Delphi 10 Seattle demo version [41]. 

The checkability of a circuit with a LUT-oriented architecture is determined for eight different 
values of the Sr threshold, which limits the actual change of the input data in normal mode. The Sr 
threshold imposes a limitation on the calculation result. The largest value of the Sr threshold coincides 
with the S threshold separating the normal and emergency input data. 

The software implementation of the method was tested on FPGA circuits of arithmetic devices 
from the Library of parameterized modules [42]. The studies were carried out using CAD Quartus 
Prime 20.1 Lite Edition [43]. The device circuits were implemented in the Intel Cyclone 10 LP FPGA 
chip: 10CL025YU256I7G [44].  

As an example, the study results are presented for a 4-bit iterative array multiplier that calculates 
the product of normalized mantissas. The circuit is implemented on 30 LUT units. The binary codes 
of the normalized mantissa of the factors vary from 8 to 15, and the binary code of the product ranges 
from Pr = 64 to 225. 

The main program bar shown in Fig. 1, contains the control keys, a memory image for the selected 
LUT unit, the main simulation results and explanations to them. The “START” and “EXIT” keys 
allow you to start the simulation and end the program. Before the start of the simulation, the S 
threshold value is set, which determines 8 Sr threshold values, evenly distributed over the interval 
from Pr to S. In this case, the threshold is set by S = 136. Keys used to determine the Sr threshold 
values are replaced with information these values: “Sr: 64 - 73… 136”. 

The “LUT # 9” key selects LUT node 9 to view its memory at all values of the Sr threshold. 
Pressing this key moves to the next LUT unit in a circle. The LUT memory is shown as a matrix of 
squares containing the bit values. The numbering of bits from 0 to 15 is shown in binary code using 
the values of the arguments at the inputs D, C and B, A. These values are specified in binary codes 
from 002 to 112 A memory bit located at the intersection of a row and a column, indicated by binary 
codes, has a number equal to the address at which it is fetched from the LUT memory. For example, 
the bit located in the third row and third column, i.e., at the intersection of codes 102, located at 10102 
and has the number 10. 

The memory LUT bits take on the same values in all eight matrices, but they are colored in 
different colors: green, yellow and blue if they are used only in normal mode, only in emergency 
mode, or in both modes, respectively. Below the matrices, the total number of bits used and the 
number of bits colored in different colors are indicated.  

With an increase in the Sr threshold, bits addressed only in emergency mode are replaced by bits 
that are used in both modes, and then colored into bits that are used only in normal mode. This 
process improves the checkability of the LUT memory and helps transform fault-tolerant FPGA 
components into fail-safe circuits. Bits with values highlighted in red are observable only in 
emergency mode. They refer to non-checkable bits that can accumulate hidden faults that reduce the 
fail-safety of FPGA components. As the real Sr threshold decreases, LUT 9 increases their number 
from 2 to 11. 

The main results show the number of BN and BN&E bits addressed only in normal mode and both 
modes, as well as the number BNE and BEN of checkable and non-checkable bits important to safety. In 
addition, the checkability C and its deficit D, expressed as a percentage, were assessed. 

 



 
Figure 1: Main results of the method implementation 

 
These results show a significant decrease in checkability with lowering the Sr threshold, reflecting 

the actual change of the input data in the normal mode. A decrease in the real Sr threshold from 136 
to 73 (less than 2 times) reduces the checkability from 89.8% to 16.6%, i.e., by 5.4 times. 

5. Conclusions 

Fault-tolerant circuit solutions play an important role in ensuring the functional safety of critical 
systems and high-risk objects controlled by them. However, the fault tolerance of the circuits is 
ensured with respect to a limited number of faults and therefore is vulnerable to multiple failures that 
may arise in connection with the existing problem of hidden faults. This problem appeared along with 
safety-related systems, a feature of which is their designation for operation in two modes: normal and 
emergency. In normal mode, faults have the ability to accumulate due to the lack of input data that 
could manifest them. With the onset of the emergency mode, the accumulated faults create a problem 



of multiple failures for fail-safe circuits, preventing their implementation in the main mission of 
ensuring fail-safety. 

The accumulation of faults occurs due to the low checkability of digital circuits, which in normal 
mode, as a rule, is limited to insignificant changes in the input data. The primary sources of these data 
are sensors of various parameters of the control object. Thanks to high technologies, which are used 
as a priority in critical domains, the measurement results are highly stable and, after digitization, are 
transformed into a sequence of slightly varying data arriving at the inputs of digital circuits. As a 
result, the normal mode input range is only used up to a small fraction of it. The checkability of the 
schemes, assessed over the entire range of the normal mode, ceases to reflect its real level. 

The development of critical systems using modern CAD systems makes the analysis of this 
problem relevant for FPGA components, focusing it on the checkability of the memory of LUT units. 
Experiments carried out with FPGA circuits have shown that their real checkability can be many 
times lower than the values that can be expected, taking into account the entire range of input data 
changes in normal mode. Under such circumstances, the capabilities of fault-tolerant circuits are 
significantly limited in ensuring functional safety, for which one of the challenges is the 
misconception concerning its indicators. 

Unfortunately, the envisaged scenarios for the development of accidents are mainly replenished as 
a result of the analysis of new accidents. Such an expensive path to improving safety, in particular, is 
due to the limited depth of analysis, where the objective processes that generate these details are not 
traced behind individual details. 

One of future research direction is exploring neural networks [45, 46] for assessing the 
checkability of digital circuits. 
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