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Abstract: In this study, we analyzed the impact of government regulatory institutions on households’
natural gas use behavior and suggested that the conventional view of natural gas as a social utility
is inappropriate. Pursuing this goal, we applied correlation analysis, regression analysis and the
Granger causality test to assess the statistically significant impact of particular factors (environmental
temperature, price and tariff on natural gas) on household gas consumption. Our study was based
on the data on household gas consumption in 2019–2022. Ultimately, the lowest rate of influence
was recorded by the Granger causality test (2.47%), compared to 6.88% in the test for the significance
of the correlation coefficient and 9.23% in the t-test for the statistical significance of the regression
coefficients. One has to note that the Granger causality test used in our study is considered the most
sensitive model for analyzing economic data. Using statistical methods, we concluded that regulatory
factors have a negligible impact on the volume of natural gas consumption by households. Our
results suggest that the Ukrainian regulatory authorities should be cautious about using non-market
mechanisms, such as price caps, in the energy sector.

Keywords: energy management; energy market; gas consumption; granger causality; natural gas

1. Introduction

Despite decades of reforms in Ukraine’s energy sector, the natural gas market for
household consumers is still in a “suspended state” under the influence of “manual control”.
The state authorities set the price of natural gas and the tariff for its distribution, namely
the Cabinet of Ministers of Ukraine and the National Commission for State Regulation of
Energy and Public Utilities, respectively.

At the same time, it is widely believed that natural gas is a socially critical commod-
ity [1], and its distribution is a social function, unlike electricity or any other type of utility,
the pricing of which is more market-based and less politicized.

Under such circumstances, household spending on natural gas is unjustifiably low,
particularly in the overall structure of expenditures on utilities. On the other hand, this
causes significant sectoral imbalances and the need to subsidize non-market prices from
the state budget.

PSO is a dominant government tool to control energy markets in the current legislative
framework. PSO (Public Service Obligation) is an obligation imposed on an organization
by law or a contract to provide public interest service.
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In April 2024, the Government of Ukraine extended the PSO mechanism till August
2024. It fixed the price of natural gas for household consumers at UAH 7.96 per 1 cubic
meter (until April 2025). The same price (UAH 7.96) was valid from May 2021 to April 2024;
meanwhile, in the last three years, inflation reached 137.23% and the cost of electricity for
household consumers increased by 157.14% [2,3]. The same case can be observed within
the tariff on the distribution of natural gas set by an independent regulatory authority—the
National Commission for State Regulation of Energy and Public Utilities. These tariffs have
not been revised for more than three years and have long been out of line with the level of
expenses of gas distribution companies.

It is important to note that these populist decisions of the Ukrainian government
directly contradict the basic principles of the natural gas market, which were once laid
down in the European energy legislation, which is still being implemented quite actively
in Ukraine, and cause significant imbalances in the energy market, as well as require
significant amounts of funding from the state budget. In particular, for 2023, according
to the financial plan of Naftogaz of Ukraine, the required compensation from the state
budget for implementing the PSO mechanism exceeds UAH 300 billion (equivalent to USD
7.5 billion).

At the same time, the recently published report by the Energy Community “Ukraine
Energy Market Observatory” was entitled “A need for the reforms of Ukraine’s gas
market”—after the previous long period of implementation of the EU legislative codes in
the energy sector was finally recognized as successful only two years earlier [4].

In particular, the Energy Community Secretariat recommends that Ukraine imme-
diately start thinking about implementing reform processes based on the fundamental
principles of the natural gas market that existed before the full-scale war on Ukraine’s
territory while paying due attention to protecting the most vulnerable groups of the popu-
lation [5,6].

Thus, the following questions are rightly on the agenda today: Is the perception of
natural gas as a socially critical commodity, correct? How exactly do household consumers
react to changes in prices and tariffs? Is it critical enough? What is the impact of regulatory
factors on households’ natural gas consumption?

2. Literature Review

Various studies emphasize the significance of regulatory measures in shaping house-
hold energy consumption, particularly natural gas [7–10]. In Western Ukraine, these
aspects are crucial due to the geopolitical situation and energy dependency on external
suppliers [11,12].

A significant contribution to understanding the problems and prospects for the de-
velopment of regional gas distribution markets was made by so many researchers [13–16].
Their works provide a thorough understanding of the theoretical foundations of the func-
tioning of these markets, as well as the practical aspects of their activities.

A separate mention should be made of the works [17–20], which study innovative
issues of the development of gas distribution companies to increase their competitiveness.
Their research provides valuable information on how gas distribution companies can adapt
to changing market conditions and remain competitive.

One critical indicator of gas distribution companies’ competitiveness is their market
share [21]. A higher market share usually indicates a more stable position of the company
and its ability to meet consumers’ needs [22].

Recent studies have expanded the focus to include the economic and social impli-
cations of natural gas dependency, highlighting the broader context in which regulatory
factors operate. For instance, Kröger et al. (2022) examined the costs of natural gas de-
pendency, focusing on price shocks, inequality, and public policy [23]. This research is
pivotal in understanding the socio-economic impacts of regulatory decisions in the energy
sector. Similarly, Smajla et al. (2023) provided insights into short-term forecasting of natu-
ral gas consumption by determining the statistical distribution of consumption data [24],
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offering valuable methodologies for anticipating market responses to regulatory changes.
Hooijmans (2016) explored the non-linear relation between natural gas consumption and
temperature [25], and Wang et al. (2018) identified the correlation between ambient tem-
perature and gas consumption in a local energy system [26]. These studies underscore the
significance of environmental factors in gas consumption patterns, which interact with
regulatory influences to shape overall consumption dynamics.

It is worth noting that many scholars [16,27–29] need to pay more attention to deter-
mining the level of influence of regulatory factors on household natural gas consumption.
This aspect of the study is essential since the state’s regulatory policy can significantly affect
consumer behavior and demand for natural gas.

Given the above, it was decided to investigate the impact of regulatory factors on
households’ natural gas consumption in the western region of Ukraine. This research will
provide valuable information on how regulatory policy affects consumer behavior and
demand for natural gas and make recommendations for its improvement.

Studying the problems of the functioning and development of regional gas distribution
markets is a relevant and promising area of scientific research. The works of domestic
and foreign scholars make a significant contribution to understanding these problems and
provide valuable information for developing practical recommendations for their solutions.

3. Aim of the Research

This paper investigates the impact of regulatory factors on the potential consumption
of natural gas by households (retail consumers) in the western region of Ukraine. This study
is conducted against the backdrop of years of reforms in the Ukrainian energy sector, which
have yet to lead to the development of a natural gas market for household consumers. This
market is still under strict state control, as the authorities set gas prices and distribution
tariffs. Meanwhile, the tariffs are declared as being set according to the “cost plus” principle,
and the price is determined arbitrarily with regard to “social justice”.

It is important to note that natural gas is traditionally considered a socially important
commodity, and its distribution is a social function. This differs from electricity and other
utilities, where pricing is more market-based and less dependent on political decisions.
This study aims to determine how state regulation policy affects potential gas consumption
by households.

4. Research Methodology

The purpose of this article is to study the influence of regulatory factors on the
volume of natural gas consumption by household consumers, that is, to determine whether
regulatory factors are statistically significant or not.

Regulatory factors—the decision of the «National Commission for State Regulation of
Energy and Public Utilities» on setting tariffs for the distribution of natural gas, the decision
of the Cabinet of Ministers on setting the price of natural gas for domestic consumers.

The primary data we used for research are as follows:

1. Billing data—actual data of household consumers with a monthly breakdown and
metadata (category of consumers, location, presence and type of gas meter, volume of
consumption, etc.)

2. Meteorological data—average monthly air temperature per month in Volyn region
([30], “Temperature.csv”)

3. Actual prices of natural gas and tariffs for the distribution per cubic meter in relevant
periods ([30], “Cost.csv”).

To perform research, 10% of Volyn region consumers data (n = 22,774, where n is the
sample size) on monthly gas consumption in the period of June 2019–December 2022 were
selected ([30], “Data.csv”). The selection was carried out using the method of stratified
simple random sampling.

Thus, the following are variables used in our research:

1. The volume of gas consumption per month (Consumption) in cubic meters (m3).
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2. The average monthly temperature (Temperature) in degrees Celsius (◦C).
3. The natural gas cost of 1 m3 (Cost) in UAH.

Using stratified simple random sampling without replacement we have divided
the population into distinct strata (category of consumer) based on metadata and then
performed simple random sampling within each stratum. This ensures that each category
of consumers is represented in the sample.

Belonging to a certain category of consumers due to demands of the Ukrainian legisla-
tion and GTS Code [31] is defined by annual volume of consumption, type of building, type
and quantity of appliances connected and living floor area. The category depicts the social
status of the consumer and can be considered as a significant feature because it additionally
allows for the measurement of the sensitivity of different social groups to regulatory effects.

Taking into account the specifics of the data (e.g., time series, seasonals, etc.), we will
use correlation analysis, regression analysis and the Granger causality test as the most
common research tools. In particular, the research methods we apply are as follows:

− t-test statistical significance of the coefficients of regression [32–34];
− Test for the significance of the correlation coefficient [32,35];
− Granger causality test [33,36,37].

These methods will help us to understand how changes in gas prices and average
temperature affect the volume of natural gas consumption by domestic consumers.

All the aforementioned models were applied to the sample data separately for each
consumer and thereafter the results were summarized in a table in the section on separate
categories of consumers.

The data analysis was built using R version 4.1.2. The working dataset and program-
ming code are committed on GitHub [30].

5. Discussion
5.1. t-Test Statistical Significance of the Coefficients of Regression

In regression analysis, the t-test is commonly used to assess the statistical significance
of individual regression coefficients. This test helps determine whether the independent
variables (e.g., gas prices) have a statistically significant effect on the dependent variable
(e.g., gas consumption).

Let us consider the following regression model:

y = β0 + β1x1 + β2x2 + ε, (1)

where x1 is “the natural gas cost of 1 m3” (defined as a sum of price and tariff on distri-
bution), x2 is “the average monthly temperature”, y is dependent/response variable that
denotes “the volume of gas consumption per month”, β0 is y-intercept (constant term),
β1, β2 are slope coefficients for each independent/predictor variable and ε is the model’s
error term.

Whenever we perform linear regression, we want to know if there is a statisti-
cally significant relationship between the independent/predictor variable and the de-
pendent/response variable. We test for the significance of coefficients in the regression
model by performing a t-test for the regression slope. We use the following null and
alternative hypotheses for this t-test:

Null hypothesis H0 : β1 = 0.
Alternative hypothesis HA : β1 ̸= 0.
The null hypothesis states that there is no relationship between the predictor variable

and the response variable.
The test statistic is as follows:

t =
β̂1

σβ̂1

, (2)

where σβ̂1
is the standard error of β̂1.
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The relevant distribution is the t-distribution, with degrees of freedom n − (k + 1),
where k is the number of explanatory/predictor variables.

Using the calculated t-statistic and the degrees of freedom, we can find the p-value
from the t-distribution. The p-value indicates the probability of observing a t-statistic as
extreme as, or more extreme than, the one calculated if the null hypothesis is true.

Compare the p-value to chosen significance level α. If the p-value is less than α, we
reject the null hypothesis and conclude that the coefficient is statistically significant.

Let us consider the following data for a single consumer (Table 1) and apply the model
described above.

Table 1. Monthly household natural gas consumption in 2019–2022 (source: authors’ development).

Time Period Consumption,
m3

Temperature,
◦C

Gas Cost of 1 m3,
UAH

2019-06 18 21.7 8.732320

2019-07 24 18.9 7.935010

2019-08 28 19.8 7.624890

2019-09 24 14.7 7.428200

2019-10 33 10.9 7.156520

2019-11 80 6.3 7.926800

2019-12 103 2.6 7.161360

2020-01 99 1.3 6.960492

2020-02 105 2.9 6.097030

2020-03 81 4.7 5.418070

2020-04 33 8.5 4.804300

2020-05 27 11.7 4.040130

2020-06 21 19.6 3.876000

2020-07 24 19.2 4.150950

2020-08 25 19.7 5.675990

2020-09 23 15.3 6.675998

2020-10 37 11.1 7.876260

2020-11 73 5.0 10.012050

2020-12 104 1.4 10.012050

2021-01 115 −2.1 8.874000

2021-02 107 −3.6 8.874000

2021-03 10 2.5 8.874000

2021-04 147 6.8 8.874000

2021-05 21 13.1 9.874000

2021-06 19 19.8 9.874000

2021-07 28 22.7 9.874000

2021-08 27 17.5 9.874000

2021-09 1 12.3 9.874000

2021-10 87 8.2 9.874000

2021-11 90 4.6 9.874000
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Table 1. Cont.

Time Period Consumption,
m3

Temperature,
◦C

Gas Cost of 1 m3,
UAH

2021-12 115 −1.7 9.874000

2022-01 115 −0.8 9.874000

2022-02 108 1.4 9.874000

2022-03 82 2.4 9.874000

2022-04 57 5.7 9.874000

2022-05 39 12.1 9.844000

2022-06 10 18.0 9.840900

2022-07 1 18.3 9.840900

2022-08 8 19.9 9.840900

2022-09 5 11.1 9.840900

2022-10 48 10.0 9.840900

2022-11 81 3.5 9.840900

2022-12 64 −0.8 9.840900

Applying the t-test statistical significance of the coefficients of regression to the men-
tioned dataset in R [38], we obtain the following results (Figures 1 and 2).
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Interpreting Key Parameters:
Coefficients Estimate: provides the estimates for the intercept and slope of the regres-

sion line.
Std. Error: the standard error of the coefficient estimates.
t-value: the t-statistic for testing the null hypothesis that the coefficient is equal to zero.
Pr(> |t|): the p-value associated with the t-statistic.
Residual standard error: an estimate of the standard deviation of the model residuals.
Multiple R-squared and Adjusted R-squared: measures of how well the model explains

the variance in the dependent variable.



Appl. Sci. 2024, 14, 6728 7 of 15

F-statistic: a statistic for testing the overall significance of the model.
We decide on the significance level α = 0.05. Here, a t-value of β1 equals −0.239,

p − value = 0.812 and p − value > α, indicating that the coefficient is not statistically
significant. This means there is sufficient evidence to suggest that the coefficient β1 equals
zero. The null hypothesis thus cannot be rejected.

Using the described model to the data of each consumer, we found there is no rela-
tionship between the predictor variable (“the natural gas cost of 1 m3”) and the response
variable (“the volume of gas consumption per month”) in 90.77% of cases (20,673 cases
above and equal and 2101 cases under the significance level respectively).
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than 0.05 (significant); . (dot) indicates a p-value less than 0.1 (marginally significant); A blank space
indicates a p-value greater than or equal to 0.1 (not significant).

5.2. Test for the Significance of the Correlation Coefficient

The most common test for studying the significance of the correlation coefficient
between two variables is the Pearson’s correlation coefficient test, which assumes that
the data follow a bivariate normal distribution. Testing the significance of the correlation
coefficient involves determining whether the observed correlation between two variables is
statistically different from zero.

To determine whether a given Pearson’s correlation coefficient has a statistically
significant result or not, we consider the next hypotheses:

Null hypothesis H0 : ρ = 0 (there is no correlation between the two variables); where
ρ is the correlation coefficient.

Alternative hypothesis HA : ρ ̸= 0 (there is a significant correlation between the
two variables).

The test statistic is as follows:

t =
rxy

√
n − 2√

1 − r2
xy

, (3)

where rxy is the sample Pearson’s correlation coefficient, rxy = ∑n
i=1 (xi−x)(yi−y)√

∑n
i=1 (xi−x)2(yi−y)2

, xi is x

variable samples, yi is y variable samples, x is mean of values in x variable and y is mean
of values in y variable.

Relevant distribution is the t-distribution, with degrees of freedom n − 2.
Using the calculated t-statistic and the degrees of freedom, we can find the p-value

from the t-distribution. The p-value indicates the probability of observing a t-statistic as
extreme as, or more extreme than, the one calculated if the null hypothesis is true.
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We compare the p-value to the chosen significance level α. If the p-value is less
than α, we reject the null hypothesis and conclude that the correlation coefficient is
statistically significant.

Let us test the significance of Pearson’s correlation coefficient between “the volume of
gas consumption per month” for a single consumer and “the natural gas cost of 1 m3”. The
level of significance chosen is α = 0.05. Using the data (Table 1), we obtain the following
results (Figures 3 and 4).
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Figure 4. Pearson correlation test between “the volume of natural gas consumption” and “the natural
gas cost” (source: authors’ development).

Interpreting Key Parameters:
Pearson’s correlation coefficient (cor): the sample correlation coefficient between x

and y.
Test statistic (t): the t-statistic for testing the null hypothesis that the true correlation

coefficient is zero.
Degrees of freedom (df): the degrees of freedom associated with the t-statistic.
p-value: the p-value for the test.
Confidence interval: a confidence interval for the true correlation coefficient.
Since p − value = 0.3841 and p − value > α, therefore the null hypothesis can-

not be rejected, and we conclude that the correlation between “the volume of gas con-
sumption per month” for a single consumer and “the natural gas cost of 1 m3” is not
statistically significant.

Applying the described above model to the data of each consumer, we have deter-
mined that there is no relationship between “the natural gas cost of 1 m3” and “the volume
of gas consumption per month” in 93.12% of cases (21,208 cases above and equal, and
1566 cases under the significance level, respectively).
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5.3. Granger Causality Test

Granger causality test [36] is a statistical hypothesis test to determine whether one
time series can be used to predict another. It assesses whether past values of one vari-
able can provide information about the future values of another variable, thus indicating
a directional influence. The test is based on the idea that if variable X Granger causes
variable Y, then past values of X should contain information that helps predict Y.

Let us consider the case of testing whether time series X Granger causes time series Y.
The models can be formulated as follows:

1. Unrestricted model (URM):

URM includes both the lagged values of X and Y to predict Y.

Yt = α + β1Yt−1 + β2Yt−2 + · · ·+ βpYt−p + γ1Xt−1 + γ2Xt−2 + . . . + γqXt−q + εt. (4)

2. Restricted model (RM):

RM includes only the lagged values of Y to predict Y, excluding the lagged values
of X.

Yt = α + β1Yt−1 + β2Yt−2 + · · ·+ βpYt−p + εt, (5)

The time series X and Y must be stationary (mean and variance are constant over
time). This can be performed using unit root tests like the Augmented Dickey–Fuller (ADF)
test. If the data are not stationary, then they needs to be transformed (e.g., differenced) until
stationarity is achieved.

We say X does not Granger cause Y if the following is true:

E
(
Yt
∣∣Yt−1, Yt−2, . . . , Yt−p, Xt−1, Xt−2 . . . , Xt−q

)
= E

(
Yt
∣∣Yt−1, Yt−2, . . . , Yt−p

)
.

Thus, the null hypothesis H0 for the Granger causality test is that past values of X
do not Granger-cause Y. This hypothesis implies that the coefficients γ1, γ2, . . . , γq of the
lagged values of X in the URM are jointly equal to zero (H0 : γ1 = γ2 = · · · = γq = 0).
Alternative hypothesis HA: at least one γi ̸= 0.

The test statistic is based on the comparison of the sum of squared residuals (SSR)
from the unrestricted and restricted models. The F-statistic is then calculated as follows:

F =

SSRRM−SSRURM
q

SSRURM
T−p−q−1

, (6)

where SSRRM is the sum of squared residuals from the restricted model; SSRURM is the
sum of squared residuals from the unrestricted model; T is the number of observations; p
is the number of lags in the model (order of autoregression for Y); q is the number of lags
in the model (order of autoregression for X).

To select the number of lags (p, q) included in models (4) and (5), we will apply
a graphical analysis of the autocorrelation function of time series (ACF shows the relation-
ship between the values of the time series at different moments in time) and the partial
autocorrelation function of time series (PACF shows the relationship between the values of
the time series at different moments of time, excluding the influence of other lags), and also
the Akaike Information Criterion (AIC) or the Schwarz criterion (SC), also known as the
Bayesian Information Criterion (BIC).

The F-statistic follows an F-distribution with degrees of freedom q in the numerator
and T − p − q − 1 in the denominator. If the F-statistic is significant at a chosen significance
level, the null hypothesis is rejected, indicating that past values of X Granger-cause Y.

Denote the variable Y is the volume of gas consumption per month, the variable X is
the natural gas cost of 1 m3. Let us check whether time series X Granger causes time series
Y using the Granger causality test [39].



Appl. Sci. 2024, 14, 6728 10 of 15

At first, we draw the basic time series plots (Figures 5 and 6) of “the natural gas cost
of 1 m3” and “the volume of gas consumption per month” for a single consumer of data
mentioned above (Table 1) to analyze their relationship and identify seasonal fluctuations
and long-term trends.
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Figure 6. Time series plot of “volume of gas consumption per month” (source: authors’ development).

Analyzing the time series plots shown above, we do not see a cause-and-effect rela-
tionship between two variables (“the volume of gas consumption per month” and “the
natural gas cost of 1 m3”) visually. Therefore, we will use the Granger causality test to
investigate the cause-and-effect relationship between the specified variables.

First, let us determine the lag order for the Granger causality test. To do this, we will
perform a graphical analysis of the ACF and PACF for "the natural gas cost of 1 m3”, and
"the volume of gas consumption per month," as well as use the AIC and SC criteria.

The time series of “the natural gas cost of 1 m3” is not stationary. By applying
two different transformations, we convert the time series of “the natural gas cost of 1 m3”
into a stationary time series.

Since the time series of “the volume of gas consumption per month” has the property
of seasonality, we decompose it into its seasonal, trend and residual components using
techniques like the Seasonal Decomposition of Time Series, and analyze the remaining part
to determine the appropriate lag order.

Let us plot the autocorrelation function (ACF) and partial autocorrelation function
(PACF) of the new stationary time series of “the natural gas cost of 1 m3” (Figures 7 and 8)
of the residual component of the time series of “the volume of gas consumption per month”
(Figures 9 and 10) and look for significant lags beyond which autocorrelation becomes
negligible. The number of lags at which the ACF and PACF drop to zero or become
insignificant can provide a visual indication of the lag order.
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Taking into account Figures 7–10 and the results of AIC and SC (the model with the
smallest AIC, or the smallest SC, is preferred), we concluded that the order lags take the
values (p, q) = (2, 2).

Let us check the null hypothesis of the Granger causality test for a single consumer of
data (Table 1). We obtain the next result (Figure 11).
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Interpreting Key Parameters:
F-statistic: the test statistic for the Granger causality test.
p-value: the p-value associated with the F-statistic.
Degrees of freedom (df): the degrees of freedom associated with the F-statistic.
The chosen level of significance is α = 0.05. Since p − value = 0.516, p − value > α,

therefore the null hypothesis cannot be rejected. This This means that past values of variable
X (“the natural gas cost of 1 m3”) do not indicate that X Granger-causes variable Y (“the
volume of gas consumption per month”).

Applying the described model to the data of each consumer, we have determined
that past values of variable X (“the natural gas cost of 1 m3”) do not indicate that X
Granger-causes variable Y (“the volume of gas consumption per month”) in 97.53% of
cases (22,211 cases at or above the significance level and 563 cases below the significance
level, respectively).

Below are summarized results of research using all applied models in the section of
separate categories of consumers (Table 2).

Table 2. Summary of research results using all applied models for different categories of consumers
(source: authors’ development).

Group *
t-Test Statistical

Significance of the
Coefficients of Regression

Test for the Significance
of the Correlation

Coefficient
Granger Causality Test

H0 Is
Rejected

H0 Is Not
Rejected

H0 Is
Rejected

H0 Is Not
Rejected

H0 Is
Rejected

H0 Is Not
Rejected

n/a 100 0 100 0 80 20

1 85.55 14.45 86.58 13.42 94.51 5.49

2 87.64 12.36 87.59 12.41 94.34 5.66

3 87.48 12.52 88.57 11.43 95.69 4.31

6 93.8 6.2 96.73 3.27 99.44 0.56

7 93.34 6.66 96.2 3.8 99.73 0.27

8 88.8 11.2 91.06 8.94 97.14 2.86

9 87.5 12.5 87.5 12.5 97.5 2.5

14 94.31 5.69 98.42 1.58 99.57 0.43

15 94.33 5.67 97.95 2.05 99.54 0.46

16 94.65 5.35 97.45 2.55 99.4 0.6

17 92.21 7.79 96.1 3.9 100 0
* Groups of consumers 4, 5, 10, 11, 12 and 13 are not represented in the Western region of Ukraine.

6. Conclusions

This study investigates the influence of regulatory factors on household natural gas
consumption in the western region of Ukraine. Our analysis employed various statistical
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tools, including linear regression, Pearson correlation and Granger causality tests, to
evaluate this hypothesis.

The statistical tools we applied for our research revealed an insignificant level of
regulatory factors influencing the volume of natural gas consumption by domestic con-
sumers. Analyzing the obtained results, we consider all models that testify to the absence
of statistically significant levels of influence of regulatory factors, both in the sample as
a whole and in the section of individual groups of consumers. In particular, the Granger
causality criterion reflects the lowest result (2.47% compared to 6.88% in the test for the
significance of the correlation coefficient and 9.23% in the t-test statistical significance of the
coefficients of regression), indicating that past values of variable X (“the natural gas cost
of 1 m³”) do not Granger-cause variable Y (“the volume of gas consumption per month”).
Meanwhile, the most sensitive model that can be applied to the study of economic data is
precisely the Granger causality test, which is followed in our research.

Separate attention should be paid to the absence of statistically significant levels
of influence of regulatory factors in any of the individual groups of consumers, which
provides additional confirmation of our conclusions.

These findings suggest that the consumption of natural gas by households in the
region is largely insensitive to changes in price and regulatory adjustments. Consequently,
the current approach of employing non-market mechanisms such as price caps should
be reconsidered. Regulatory authorities need to be cautious with such interventions, as
they do not align with market principles and could potentially hinder the development of
a competitive and efficient energy market in Ukraine.

In conclusion, our study provides empirical evidence that supports the limited role
of regulatory factors in influencing household natural gas consumption. This insight is
crucial for policymakers aiming to balance economic efficiency with social considerations,
ensuring the affordability of natural gas while promoting market-based reforms in the
Ukrainian energy sector.

In the economic context, the results we achieved indicate that regulatory authorities
should exercise caution when applying non-market approaches, such as price caps, in the
administration of Ukraine’s Energy Sector.
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