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MODELS BASED ON CONFORMAL PREDICTORS FOR DIAGNOSTIC
SYSTEMS IN MEDICINE

Abstract: A disadvantage of many diagnostic systems is the inability to sufficiently assess the decisions reliability. While solv-
ing the problem of classification, each example may be classified with different degree of quality. So, a measure of the quality of an
example classification was used (a non-conformity measure). The goal of the research is to improve evaluation of the diagnostics re-
liability in medicine based on conformal predictors which allow carrying out a probabilistic classification, as well as identifying ab-
normal cases when either the classifier is unable to determine the class for a particular object, or assigns one object to several
classes at once. The paper describes the constructing and testing of various probabilistic binary classification models based on ma-
chine learning, particularly, the SVM method and conformal predictors using a non-conformity measure. For learning and testing
the medicine Breast Cancer Wisconsin (Diagnostic) Data Set was used to construct linear, polynomial of different degrees and RBF
models. We assessed the prediction results for every example from the test set as well as the integral characteristics of the quality of
the models, taking into account both the correctness of the predictions for each class and the number of different types of anomalies.
On the basis of the best selected models (linear, polynomial model of the 2nd degree and RBF), we developed an intelligent diagnos-
tic system in medicine, which allows automating the model’s construction, as well as carrying out the diagnostics and displaying the
confidence of the received diagnosis or a message about the impossibility of making a diagnosis. The program also allows multiple
doctors to log in to the system, adding new patients and editing information about them, every patient has their medical record with
the results of the examination and the diagnoses given. The results of the research can be applied in the diagnostic systems for vari-
ous diseases. This can be done by using the data with the symptoms and the corresponding diagnoses and constructing the appropri-
ate models on this basis.

Keywords: data set; model; conformal predictors; machine learning; classification; significance, confidence; credibility, sup-
port vector machines

1. Introduction The classification rules depend on the complex-

Currently, there is a tendency to increase the
number of diagnostic medical information systems
being developed. This is associated with an increase
in the amount of biomedical information received,
with the development of telemedicine, with an in-
crease in requirements for the early diagnosis of dis-
eases and several other factors. One of the main tasks,
which are solved when designing systems for medical
diagnostics, is the task of building a classifier.

The solution of the classification problem as-
sumes that all diagnostic objects are characterized by
certain features, according to which, based on some
rules, belonging to a class is determined considering
the goal of the problem is solved. For example, ac-
cording to the results of the examination of the pa-
tient (features), the diagnosis (class) is determined in
accordance with the classification rule, that is, a cer-
tain problem is diagnosed in the human body or a
specific disease.
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ity of the original features and can be set by an expert
or obtained based on data in an explicit or implicit
form. Currently, the most popular in the construction
of classifiers are methods of machine learning.

Machine learning is a field of computer science
that allows computer systems to “learn” from data
without explicit programming [1; 2]. Machine learn-
ing is used to solve various problems, for example
the problem of classification.

In order to “teach” a machine to determine the
class of an object, it is necessary to set the decision
rules for classification. For this, various methods of
machine learning are used, such as Decision Tree
[3], KNN (k-nearest neighbors) [4], SVM (Support
Vector Machines) [5]. These methods allow deter-
mining the class of an object, but often this is not
enough and it is required to determine the reliability
of the confidence in the prediction results for a spe-
cific object can be estimated. Such methods do exist,
it is a naive. Bayes classifier [6], logistic regression
[7] and others. However it is reasonable, while using
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the previously listed methods, to be able to carry out
a probabilistic classification, and also, which is im-
portant, to detect anomalous cases when either the
classifier is not able to define the class for a specific
object, or assigns an object to several classes at
once. This can be achieved with the help of confor-
mal predictors [8].

I1. Analysis of the Literature Data and For-
mulation of the Problem

Intelligent diagnostic systems based on the de-
scription of the subject area by an expert are widely
used in connection with the development of knowl-
edge engineering [9; 10; 11].

The history of the creation of diagnostic medi-
cal information systems begins with the MYCIN
system, developed in the 70s of the last century [10].
It used an inference engine and a knowledge base of
~ 600 rules. The program asked the user (a doctor) a
long series of simple “yes / no” or text questions. As
a result, the system provided a list of suspected bac-
teria, sorted by probability, indicated a confidence
interval for the probabilities of diagnoses and their
justification, and also recommended a course of
treatment.

Widely known the system for general func-
tional diagnostics [12] already used not rules, but a
database of diagnostic characters, which contains
criterial representations of diseases, grouped by the
diseases of functional systems and organs, as well as
specific areas of medicine. Together they are pre-
sented as a logical tree that contains also the types of
examinations that might reveal pathological
changes, as well as the characteristic features (indi-
cators) of a pathologically changed state of the pa-
tient's organs. Based on the selection of the closest
criterial representations, the system gives the doctor
a prompt about the variants for the likely diagnosis
of the disease. The system contains also a database
of the recommended methods of treatment.

The intellectual decision support system, pre-
sented in [13; 14], is used to assist during the diag-
nostics. Its knowledge database contains the symp-
toms, laboratory data and procedures linking them
with a list of diagnoses. It provides support and jus-
tification for differential diagnoses and subsequent
researches. Its database contains 4500 clinical mani-
festations that are associated with more than 2000
different nosologies.

For the above described systems, the knowl-
edge base is entered manually, which is a labor-
consuming process. Therefore, nowadays the most
developed systems are those that integrate different
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approaches related to manual knowledge input and
its construction on the basis of machine learning
[15]. So an automated system for diagnosing bron-
chial asthma and chronic obstructive pulmonary dis-
ease is implemented on the basis of a neuro-fuzzy
network and solves the problem of confirming or
denial the proposed diagnosis [16]. The methods for
constructing decision trees (algorithms: ID3, C4.5)
allow forming decision rules based on the objects
features, using machine learning [3; 17; 18]. Their
main advantage is the ability to visualize the result-
ing patterns. In addition to giving a diagnosis, they
can also be used to determine the medicine that is
best suited for a given disease.

One of the approaches to diagnostics is the use
of some decision support theory methods, in particu-
lar, the hierarchical structuring of complexity, risk
management, paired comparisons, and others [19].

Existing diagnostic systems use modern soft-
ware and hardware, for instance, the Isabel web sys-
tem, a decision support system for differential diag-
nostics is available in various environments, particu-
larly on mobile devices. It can be used as part of
EHR / EMR or independently [20].

A disadvantage of many diagnostic systems is
the inability to sufficiently assess the decisions reli-
ability. While solving the problem of classification,
each example may be classified with different de-
gree of quality. A measure of the quality of an ex-
ample classification — a non-conformity measure —
was introduced by Vovk and Gammerman in [§],
and later developed in [21; 22; 23]. The non-
conformity measure is used to supplement the well-
known classification algorithms with new ways of
assessing the level of confidence in the results of
their work [24]. For modern diagnostic systems, an
important task is the introduction of modern meth-
ods for evaluating the reliability of decisions made
and diagnostic results [25].

The goal of the research is to improve evalua-
tion of the diagnostics reliability in medicine based
on conformal predictors.

To achieve the goal the following problems
should be solved:

— constructing various models for evaluation of
decisions reliability using classification methods and
conformal predictors based on the medical dataset
and, as the result of the analysis, select the best ones
for their application in the diagnostic system;

— developing an intelligent diagnostic system
containing two subsystems: one for automating the
work of the model developer, the second — for the
doctor’s use.
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III. Constructing and Testing the Models for
Diagnostics in Medicine

We chose the SVM (Support Vector Machine)
[26] as the basic classification method. Its role for
the binary classification is building a gap of maxi-
mum width bounded by two parallel hyperplanes,
such that on one side of the gap there are objects
(vectors) of one class, and on the other side — vectors
of the other class; inside the gap there are no vectors.
It is proved that not all vectors should be involved in
the training of the model, but only those on the hy-
perplanes of the gap, they are called support vectors
[27]. For them, the Lagrange multipliers a;, partici-
pating in the calculations, are nonzero, for the other
vectors a;= 0.

The SVM classifier is described as follows [5]:

R = signfulc)}
wlx) = Z&'_._‘,'._I'i":.'{._, x)— Wy,
=1

where:

x — input vector for classification;

n —number of vectors in training set;

s — absolute term;

& — Lagrange multipliers;

:.%: — vectors from training set with their la-
bels;

KLz, 2} — kernel function.
Examples of kernel functions are given below:

i

— linear kernel: & €z, 3 = 2 53
— polynomial  kernel of degree k:
Kic..ad= {xlx + )
— RBF (Radial basis function):
Kix,x)= e_';-[ = -,__-:- | }. where
. 2w !
T = COmnst,

Support Vector Machine training comes down
to finding “: , Lagrange multipliers, and ¥a by solv-
ing optimization problem:

L) = .E“l:a; - % i: ia':.s;_. vivyp & (e x5), — max
=1 ”

=4 =1
under restrictions:

f

{

L’.I = =

However, SVM only determines if an object be-
longs to a class but does not determine the level of
confidence in the classification results. In [8], a

-~

T O = canst,

ISSN 2617-4316 (Print)
ISSN 2663-7723 (Online)

method was proposed for determining the measure
of non-conformity for a classification using SVM
based on Lagrange multipliers, because the g; values
determine how an element fits the training set. If a; =
0, this means that the example fits the set very well
(such vectors are uninformative and SVM ignores
them when making predictions). If a; = C, then such
element is outlier; if 0 < g@; < C, the large value of g;
indicates that the corresponding vector poorly fits
the training set [24].

If we have a training set with labels from / ob-
jects, then when predicting a label for the element
[+1, it is necessary to choose such a class Y that it
“does not stand out” from the examples of the train-
ing set, that is, that a;.; is less than as many a; (i = 1,
...J) corresponding to the training set as possible.
For the most of data sets a;,; = 0 where Y = yy.
Based on this rule and formula (1) below, the predic-
tion is determined [21].

In order to determine the probability of an ob-
ject belonging to a certain class, it is necessary to de-
fine the p-test of an object for each class. This value
is determined by the formula (1) using the Lagrange
multipliers a; for each object from the training set, as
well as the Lagrange multiplier a;; of a test object
for which the class must be defined:

_ |{z =1,...,0:q 2a,+l}|
[+1

Dy (1

b
where:

py is the p-test for class Y;

[+1 is the number of objects in the training
dataset along with the test object.

Pr, calculated by the formula (1), is the ratio of
the number of ¢, (i=1,2, ..., [+1) greater than a,, to
the total number of examples of the training set in-
creased by 1 (the training set with the addition of
one test object).

For a binary classification, it is necessary to de-
fine two p-tests: p; — test for the positive class and p.
; — for the negative class. For example, if the value is
p.1<p1, we will be able to predict that the object be-
longs to class “1” with Confidence equal to I- p;

*and Credibility equal to p;. And vice versa, if p; <p.

1, the object belongs to class “-1”. Usually, for ob-
jects for which the correct prediction is obtained,
Credibility = 1: for most datasets the percentage of
support vectors is small, and thus a;.,=0, and py=1
when Y=y, [21].

SVM-based classification models using con-
formal predictors were constructed and tested for
Breast Cancer Wisconsin (Diagnostic) Data Set
from Machine Learning Repository [28]. Each of
this dataset objects contains a patient’s ID, nine fea-
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tures (the results of the patients’ examination, repre-
senting the characteristics of the extracted cells from
the selected mass for observation) and the class. The
examination results are integer numeric values: —
Clump Thickness; — Uniformity of Cell Size; — Uni-
formity of Cell Shape; — Marginal Adhesion; — Sin-
gle Epithelial Cell Size; — Bare Nuclei; — Bland
Chromatin; — Normal Nucleoli; — Mitoses. The fea-
tures in this dataset are the pre-calculated mathe-
matical weightings for each input. They are obtained
as a result of rating different attributes of the cells on
a scale of one to ten, one being indicative of a be-
nign mass and ten being indicative of a malignant
tumor, before they definitively determined the diag-
nosis of the mass. Class “1” means that breast cancer
was diagnosed and class “-1” means it was not.
Thus, the model’s input is the results of the proc-
essed patients’ examination. Its output is the class
which denotes whether the disease was detected or
not (if the classification was successful; if not, it is

indicated in a message), as well as the assessment of
the diagnosis reliability.

During the formation of the training and test set
duplicate objects were removed. Thus, a dataset was
formed, which contained 564 objects, of which 309
were in the training set, 155 in the test set.

The experiments were conducted using the
LIBSVM library [29] with the implementation of the
SVM classification method. The following types of
models were used: Linear, Polynomial (degrees of
polynomials 2, 3, ..., 9) and RBF (Radial basis func-
tion) [30]. We also created a Java Model Develop-
ment program implementing the above-described
SVM-based classification using conformal predictors.

Table 1 shows a fragment of an extended table
with the results of testing a polynomial model of the
second degree. The test set contains 155 examples.

Table 1. A table fragment with the testing results, POLY: n =2 — polynomial degree

Significance Level
D Iy D True | Predict | Confidence | Credibility
class | class (%) (%) 0,2 | 0,15 | 0,1 | 0,05 | 0,01

125 1 0,03 1 1 97,09 100,00 1 1 1 1 2
126 | 0,1 1 -1 -1 89,64 100,00 1 1 2 2 2
127 | 0,14 | 0,07 1 1 92,56 13,92 0 0 0 0 0
128 1 0,03 1 1 97,09 100,00 1 1 1 1 2
129 1 0,03 1 1 96,76 100,00 1 1 1 1 2
130 | 0,14 1 -1 -1 86,08 100,00 1 1 2 2 2
131 1 0,04 1 1 96,12 100,00 1 1 1 1 2
132 1 0,03 1 1 96,76 100,00 1 1 1 1 2
133 | 0,07 1 1 -1 93,02 100,00 1 1 1 2 2
134 | 0,07 1 -1 -1 93,20 100,00 1 1 1 2 2
135 1 0,03 1 1 96,76 100,00 1 1 1 1 2
136 1 0,036 1 1 96,44 100,00 1 1 1 1 2
137 1 0,03 1 1 96,76 100,00 1 1 1 1 2
138 | 0,11 1 -1 -1 89,00 100,00 1 1 2 2 2
139 | 0,08 1 -1 -1 91,59 100,00 1 1 1 2 2
140 | 0,1 1 -1 -1 90,29 100,00 1 1 1 2 2
141 1 0,04 1 1 96,44 100,00 1 1 1 1 2

The values of the columns are calculated as follows:

— p; and p_; are calculated by the formula (1);

— True Class is the example label in the dataset;

— Predict class is class “1” or “-1” depending
on max (p;, p-;) (coincides with SVM prediction);

— Confidence (%) = (1 — min (p;, p.;))*100;

— Credibility (%) = max (p;, p-1)*100.
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These values are enough for creating and evalu-
ating the prediction of a specific example.

For most examples, the prediction coincides
with the real label (this is seen in Table 1); for them
Credibility is 100 %; Confidence, i.e. prediction
probability, ranges from 84 % to 97,4 %, but values
above 90% prevail. This indicates that satisfactory
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predictions were made for these examples with rea-
sonable reliability. However, as we can see, it is not
possible to make a correct prediction for example
127 due to the fact that none of p (neither p/ nor p-1)
are equal to 1 (are not large enough) and, accord-
ingly, Credibility is small (equal to 13,92 %), i.e.
much less than 1. This means that for this instance,
the prediction (whether it corresponds to a real label
or not) is impossible (Empty); and this fact can be
determined on the basis of Credibility. In example
133, Credibility is 100 %, but the prediction does not
coincide with the real label, which means, in particu-
lar, that either the real label was set incorrectly, and
in this case, using the features of this example, it is
possible to assert that the prediction for this example
is true, or, perhaps, the prediction was incorrectly
performed using the method with the help of which
conformal predictors are built, in this case — SVM.

The work of the model was analyzed, examin-
ing the prediction results for each example of test
data set. Similarly, we constructed and analyzed the
results for other types of SVM (for each of 155 ex-
amples of the test set).

How to evaluate the integral quality of the
models and, as a result, choose the best one for use
in further diagnostics? Indeed, in the general case
there are many examples in the test set, therefore it
is difficult and visually impossible to make such a
choice. To solve the problem, the concept of Signifi-
cance level was used:

Significance Level = 1 — Confidence (%) / 100.

This work uses the following Significance Level
Thresholds: 0,2; 0,15; 0,1; 0,05; 0,01, which corre-
spond to 80 %, 85 %, 90 %, 95 %, and 99 % Confi-
dence (see the names of 5 right columns in Table 1).
On this basis, additional calculations are made, as
described below.

We add columns to the extended testing table
(see Table 1) corresponding to the taken Significance
Levels and perform calculations, namely, calculate the
number of classes that we can predict for a given ex-
ample using the model for different Significance Lev-
els. For the calculations, it is necessary to compare
the p; and p_; values of the object with the Signifi-
cance Level value, so the following rules are used:

1) If max (p;, p.;) = 1 (this means that Credibil-
ity = 1) and min (p;, p.;) <= Significance Level (the
Significance Level for the example is less than the
Threshold Significance Level), then the value of the
calculated column related to Significance Level is 1,
since one class is precisely defined.

2) Otherwise, if max (p;, p.;) = 1 and min (p;, p.
1) > Significance Level, the value of the calculated
column corresponding to the Significance Level is 2,
since both classes are determined as the result (Un-
certain).

For example 125 max (p;, p;) =1 and p; =
0.03, i.e. p; <0,05 <0,1 <0,15 <0,2, which means
that the first four of the last columns are equal to 1;
but p_;>0,01, so the last column is 2.

3) If max (p;, p.;) # 1 (or not close to 1), then it
is impossible to assign the example to any of the
classes, therefore all additional columns for this ex-
ample are equal to 0 (Empty) for all the significance
levels.

For example, 127 both p is not equal to 1,
which means that all the additional columns are
equal to zero.

Furthermore, based on the performed calcula-
tions, we built integrated tables showing the models
goodness of fit. Tables 2; 3 and 4 have the data for
the chosen models which showed the best results on
test data (polynomial models of the 1st and 2nd de-
gree, as well as RBF).

The first column shows the taken Significance
Levels.

The second and third columns show the number
of correct and incorrect predictions from 87 exam-
ples belonging to class “1”; the fourth and fifth col-
umns show the same for 68 examples belonging to
class “-1”.

The sixth and seventh columns present the
number of Empty and Uncertain (multi-valued) pre-
dictions.

The eighth and ninth columns show the overall
results by which one can assess the quality of the
models (the eighth column has the number of exam-
ples with the correct prediction, the ninth — the sum
of incorrect predictions, as well as Empty and Un-
certain ones).

Table 2. Integrated table. RBF: gamma = 1.0/9.0

Significance | Real: 1 Real: 1 Real: -1 Real: -1 Empty Uncertain OK | Fail
Level Predict: 1 | Predict: -1 | Predict: -1 | Predict: 1 predictions

1 2 3 4 5 6 7 8 9
0,01 0 0 0 0 0 155 0 | 155
0,05 0 0 0 0 0 155 0 | 155

0,1 64/87 7/87 68/68 0 6 10 132 | 23

0,15 62/87 3/87 67/68 0 23 0 129 | 26

0,2 59/87 2/87 66/68 0 28 0 125 | 30
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Table 3. Integrated table. POLY: degree = 2

Significance Reql: 1 Regl: 1 Rea}: -1 Rea.l: -1 Empty Unc'ert'ain OK | Fail
Level Predict: 1 | Predict: -1 | Predict: -1 | Predict: 1 predictions
1 2 3 4 5 6 7 8 9
0,01 0 0 0 0 0 155 0 | 155
0,05 71/87 0 14/68 0 0 70 85 | 70
0,1 76/87 5/87 40/68 0 1 33 116 | 39
0,15 73/87 8/87 57/68 6/68 9 2 130 | 25
0,2 73/87 8/87 59/68 4/68 11 0 132 | 23
Table 4. Integrated table. POLY: degree = 1 (linear)
Significance Regl: 1 Rea}l: 1 Reql: -1 Rea'l: -1 Empty Unc'ert'ain OK | Fail
Level Predict: 1 | Predict: -1 | Predict: -1 | Predict: 1 predictions
1 2 3 4 5 6 7 8 9
0,01 0 0 0 0 0 155 0 | 155
0,05 0 0 0 0 0 155 0 | 155
0,1 0 0 0 0 0 155 0 | 155
0,15 75/87 1/87 65/68 0 14 0 140 | 15
0,2 75/87 1/87 65/68 0 14 0 140 | 15

Analysis of the integrated tables leads to the
conclusion that:

— a polynomial model of the 1st degree (linear)
shows satisfactory results only at the levels of sig-
nificance 0,15 and 0,2, and does it better than other
models;

— a polynomial model of the 2nd degree at a
significance level of 0,1 shows better results than a
linear model, but for the levels of 0,15 and 0,2 the
results are worse;

A rame: Breast Ca
hlamis T
-
W T -5 - L Tz i
Kl Ty POLY ¥ Gamma: 05 i z LT W
TSt pan 3
s Tew o A
s
Real clyzs 1 Real flass 21
Slgmificance Emipty Uncertain predictions

Predict class: 1 Prediot dlass: -1 Predict class: -1 Prediot class: 1

— the RBF model is better than the polynomial
model of the 2nd degree; it shows the results at the
significance levels of 0,1; 0,15 and 0,2.

In order to facilitate the process of creating
classification models based on conformal predictors,
that is, training and testing process, we created the
Model Development program that allows loading
ready-made as well as creating new data sets, con-
structing models and viewing training and prediction
results with different levels of detail. Fig. 1 shows a
window for entering modelling parameters and
viewing the results in the form of an integrated table.

Cmnie

Fig. 1. The window for parameters tuning and viewing the modelling results
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The resulting models were used to diagnose
cancer based on the examination results. For this
purpose, we have developed a program for the doc-
tor which provides an opportunity for the doctor to
enter a patient's examination data, select the type of

disease and models required for diagnostics. Then
the information is processed and the diagnostic re-
sult (positive or negative) is issued, as well as the
Confidence of this result in percent (Fig. 2). If the
system cannot diagnose, a message is shown.

Diagnostic
Clump Thickness & *» Fun
Result
Unitormity af Cell Sire B
Class Confidence |
Megative o634

Uniformity of Cell Sh &

Marginal &dhesion 5

Single Epithelial Tl ... 4

Blare Mudei 1] & Ok QD Cancel
= |

Fig. 2. The diagnostic window for the doctor

The developed program also provides windows
for doctors and model developers to log in to the
system. The system allows interactively adding new
patients and editing information about them. Every
patient has their electronic medical record with the
results of the examination and the diagnoses given.

The architecture of the software is client-server.
Data is stored and all the calculations are made on
the server-side, while on the client-side data sets and
models are created, and the classification results are
displayed.

In the future, it is advisable to expand the sys-
tem so that, based on the results of the patient's ex-
amination, it will be possible to receive not only one
diagnosis, but a list of diagnoses ranked by probabil-
ity. There are two standard ways to reduce the clas-
sification problem for the case of several classes to a
binary classification: the “one-against-the-rest” and
“one-against-one” procedures. In [8], it is shown
how the measure of non-conformity is calculated in
the case of more than two classes for each of the
procedures, based on the measure of non-conformity
for the binary classification. On this basis, a; is cal-
culated, and then py for each of the classes. Such an
approach is possible if the classes do not overlap,
that is, if a person haven’t multiple illnesses at the
same time considered for diagnosis (this is often re-
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quired for the correct work of classification meth-
ods). If the classes overlap, it is advisable to carry
out a binary classification for each disease separately
and find the probabilities of assigning an object to
each of the classes.

IV. Conclusion

The analysis of existing diagnostic medical in-
formation systems and properties of the solution to
the problem of classification for diagnosis has been
carried out. The necessity and importance of assess-
ing the quality of the diagnoses is shown. It is pro-
posed to apply conformal predictors to analyze the
credibility measure and the reliability of the results
based on the modern machine learning methods with
calculations of the non-conformity measure for ex-
amples when solving the classification problem.

The models were formed on data from medical
dataset using the SVM method based on conformal
predictors and was assessed their quality. As a re-
sult, three best models were selected, allowing not
only to get diagnosis and determine its probability
(as it is practiced in known systems), but also to de-
tect cases when diagnosis is impossible: firstly, the
classifier is unable to determine the class for the ob-
ject, secondly, the classifier relates the object to sev-
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eral classes. The last is possible only with the use of
conformal predictors.

A software product has been developed to
automate the process of constructing models. In ad-
dition, this software allows the oncologist to diag-
nose using the created models and to assess the reli-
ability of each diagnosis.

The developed solution allows, when expand-
ing the accumulated data on symptoms and diagno-
ses based on them, to build appropriate classification
models with an assessment of the quality of the di-
agnoses for a wide range of medical problems. Thus,
the obtained results can be used in the systems of
medical diagnostics for various diseases.
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Anomauin: Heoonixom bazamvbox OIiAeHOCMUYHUX CUCTNEM € HEMONCAUGICMb 6 OOCMAMHIU MIpi
oyinumu 0ocmosipruicme piwens. [lpu eupiutenni npobaemu Kiacu@ixayii Kodxcen RPuxiao modce oymu
KAACUDIKOGaHUT 3 PI3HUM CIMYNEHeM AKOCMmI. 3anponoHogana mipa Axocmi 3paskoeoi knacugixayii (mipa
Hegionosionocmi). Mema 0ocniOxiceHHs - NOMTNWUMY OYIHKY 00CMOBIPHOCMI OIA2HOCTMUKY 8 MeOUYUHI Ha
OCHOBI KOH(OPMHUX NpeOUKmopis, AKi 003680110Mb NPOBOOUMU GIPO2IOHY KAACUpIiKayito, a maxkoxic 8usg-
JISAMU HEHOPMATIbHI BURAOKU, KOIU KIACUDIKAMOP He MOodHce BUSHAYUMU KIAC 01 KOHKPemHOo20 00'ekma, abo
8iOHOCUMb 00UH 00'€km 00 OKpeMux K1acié 00HOYAcHO. Y cmammi onucyemovcs n06yo006a i mecmys8aHHs.
PIBHUX IMOBIpHICHUX MoOeeli 08iliK0Gill Kiacugikayii Ha OCHO8I MAWUHHO20 HABYAHHA, 30KpeMd, Memooy
SVM i xoHghopmHux npeduxmopis, wo UKOpUCmMOo8yIomy Mipy HegiOnogionocmi. J[iis 6ueUenHs i mecmy6eaH-
Hs1 Modenell 0y6 sukopucmanui 6asi naodip oanux Breast Cancer Wisconsin (Diagnostic) Data Set 0na no6y-
008U JIHITIHUX, NOTUHOMOG Pi3HO20 cmynens [ moodenel RBF. Oyineni pe3ynsmamu npoeHo3y8ants O1sl KOic-
HO20 NpuKIady 3 Habopy mecmis, a MaKo;ic iHMe2paibHi XapaKkmepucmuku AKOCmi Mooenel, 3 ypaxy8anHam
AK NPABUILHOCMI NPOSHO3i6 0151 KOXCHO20 KIACY, MakK I KiibKocmi pisHux munie anomaniu. Ha ocnosi kpa-
wux gidibpanux modenel (nMiHitiHa, noriHoMianrbHa Modenv 2-20 cmynens 1 RBF) pospobnena
IHMeNeKmyanbHa OiaeHOCMUYHA cucmema OJisl 3aCMOCYS8ANHA 8 MeOUYUHI, KA 0036018€ a8MOMAMuU3yeamu
no6yoogy Mmooeni, a makodxic Nposooumu OIA2HOCMUKY I 8i0oOpaxdcamu 00CMOBIPHICb OMPUMAHOZO
0iaeno3y abo NoGIOOMIAMU HPO HEMONCIUGICMb nocmasumu OiazHo3. Ilpoepama makodc 0036075€
O0eKiIbKOM JIKApaM 8X00Umu 8 cucmemy, 000asamu HOBUX nayienmie i pedazyeamu ingopmayio npo Hux.
Koorcen nayiecum mac ceoio meouuny xapmy 3 pesyiomamamu 00CmMedceHHs: i NOCMAIeHUMY 0iacHO3aMU.
Pezynomamu docnidoicents modrcyms 6ymu 3acmocosani @ cucmemax 0iazHOCMuKY pisHux 3axeoprogans. Lle
MOJICHA 3pOOUMU, BUKOPUCMOBYIOUU OAHI 3 CUMAMOMAMU | BIONOGIOHUMU OIAeHO3AMU | CMBOPUBUIU
810N0BIOHI MO0 HA Uil OCHOBL.

Knrouoei cnoea: nabip oanux, mooenb, KOHGOPMHI NPEOUKMOPU; MAUUHHE HAGYAHHI, KAACUDIKAYIA,
pigenb 3HAUUMOCH, 6NeGHeHICMb (00CMOBIPHICMY), NPABOONOJIOHICINb, MeMOO ONOPHUX BeKMOPIE

VK 004.85

'PyBunckas, Buktopusi MuxaiiloBHa, KaHIUIAT TEXHUYECKHX Hayk, mpodeccop, mpodeccop Kadempsl
CHCTEMHOTO MPOTPaMMHOI0 oOecreueHHs, MHCTUTYTa KOMIBIOTEPHbIX cucTeM, E-mail: iolnlen@te.net.ua,
ORCID: http://orcid.org/0000-0002-7243-5535

'llleBuyxk, Urops, cTyaeHT Kadeapbl CHCTEMHOTO HPOrPAMMHOIO 00ECIICUEHH s, HHCTHTYTA KOMITBIOTEPHBIX
cucreM, E-mail: rainn907@gmail.com, ORCID: http://orcid.org/0000-0002-1325-0450

'Muxamokx, Hukoaaii, cTyleHT Kadeapbl CHCTEMHOIO HPOTPAMMHOIO 00ECIIeUeHHs, HHCTUTYTa KOMIIBIO-
TepHbIX cucteM, E-mail: nmikhaluk@gmail.com, ORCID: http://orcid.org/0000-0003-3622-499X
'Opeccknii HAMOHATIBHBIN MOINTEXHIIECKUI yHuBepcutet, npocnekt lllesuenko, 1, Opecca, Ykpauna,
65044

MOJAEJIN HA BA3E KOH®OPMHBIX IPEAUKTOPOB UISA CUCTEM
JANATHOCTHUKHU B MEJJUIIMHE

Annomayun: Heoocmamkom MHO2UX OUASHOCMUYECKUX CUCTEM ABTIAEMC A HEBOZMONCHOCHb 8 00Cma-
MOYHOU CmeneHu oyeHums 00CmogepHocmy peutenuil. Tlpu peutenuu npobremvl Kiaccupurayuu Kaxcowlil
npumep Mmodcem Oblmb KIACCUPUUUPOBAH C pA3HOL cmenenblo Kadecmsa. [lpedioscena mepa xauvecmsa
npumepHoll Kiaccuguxayuu (Mepa Hecoomgemcemeust). Llenv ucciedosanus - yayuuums OYyeHKy 00Ccmosep-
HOCMU OUASHOCIUKU 8 MeOUYUHe HA OCHOBe KOHPOPMHBIX NPEeOUKMOopos, KOMopule no380J10Mm NposooUns
BEPOSIMHOCMHYI0 KIACCUDUKAYUIO, A MAKICE BbIAGNAND HEHOPMATbHBIE CAYYAl, KO20d KIACCUPUKAMOp He
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Modcem onpedenums Kiacc 0isk KOHKPemHo20 00vekma, 1ubo OmHOCUm 00UH 00beKm K HeCKOIbKUM Kldc-
cam o0nospeMenHo. B cmambe onucwieaemcss nocmpoenue u mecmuposanue pasiuidHbIX 8eposmHOCIHbIX
Mooeneil 080UUHOU KAACCUPUKAYUU HA OCHOBE MAWUHHO20 00y4eHus, 8 yacmuocmu, memooa SVM u komu-
GDopmHbIX NPEOUKMOPOS, UCHOTLIVIOWUX MEPY HECOOMBEMCmEUs. J{isl usyyenus u meCmuposanus mooenetl
OvL1 ucnowvzosan baze nabop dannwvix Breast Cancer Wisconsin (Diagnostic) Data Set 0ns nocmpoenust au-
HeUHbIX, NOIUHOMOG pa3iuunol cmenenu u mooeiei RBF. Oyenenvl pesynvmamvl npocHO3UpOSaHus Oisl
Kadico0020 npumepa u3z Habopa mecmos, a makdice UHmMeZpaibHble XApaKmepucmuku Kavecmea mooenetl, ¢
VUemom Kax NpasuibHOCIU NPOSHO308 OISl KAHNCO020 KIACCd, MAK U KOIUYECMBA PA3TULHBIX MUNO8 AHOMA-
auti. Ha ocnose myuuux omobpanuvix mooenetl (MuHeunas, NOAUHOMUAIbHAs Mooeib 2-ti cmenenu u RBF)
paspabomana UHMeIIeKmyanbHas OUAeHOCMUYecKas cucmema OJisl NPUMEHeHUsT 8 Meduyure, Komopas no-
380I51eM ABMOMAMUZUPOBAb NOCTHPOEHUE MOOeIU, d MAK’Ce NPOBOOUMb OUASHOCIUKY U OMOOpadcamy
00CMOBEPHOCIb NOYUEHHO20 OUASHO3A UTU COOOWAMb O HEBO3MONCHOCHMU HOCmasums ouaznos. Ilpo-
SPAMMA MAKIHCe NO3BOLEN HECKONbKUM 8PAUAM 6X00UMb 8 cUcmemy, 000asisimb HOGbIX NAYUEHMO8 U pe-
daxkmuposams ungopmayuro o Hux. Kaxcowlii nayuenm umeenm c6010 MeOUYUHCKYIO Kapmy ¢ pe3yibmamamu
00c1e008anUs U NOCABNIEHHbBIMU OudeHo3amu. Pesyromamel uccredosanus mozym 0vimb npumeHeHvl 6
cucmemax OUAeHOCMUKU PA3IUYHBIX 3A001e8aHUL. MO MONCHO COeNamb, UCHONb3Y OAHHbIE C CUMIIMOMA-
MU U COOMBEMCMBYIOWUMU OUASHO3AMU U CO30A8 COOMEEMCMEYIoWUe MOOeIU Ha MOl OCHOGE.

Knrwouesnvie cnosas: nabop oanHvix, mooenv;, KOHPOPMHBIE NPEOUKMOPYL, MAWUHHOe 00yYeHue; Klac-
cupurayusi; ypoeeHv 3HAYUMOCMU, VB8EPEHHOCMb (00CMOBEPHOCMb);, NPABOON000OUe;, Memood OHOPHbIX
8EKMOPO8
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