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SPECIFIC SUBSET EFFECTIVE OPTION IN TECHNOLOGY DESIGN DECISIONS

Annotation. The article deals with the theoretical aspects of effective allocation of subsets of the valid options sets in
technology making design decisions. As a result of analysis of the current state of the problem revealed that due to the combinatorial
nature of most tasks synthesis number of alternative solutions dramatically increases with the dimension of design problems. The
vast majority of options is ineffective. They can be improved at the same time on all the quality parameters. This leads to the need to
develop methods for the isolation procedures subsets of effective design solutions tailored to the features of the original sets, as the
complexity of the requirements and the accuracy of the solution. To meet the challenges of various dimensions on convex and non-
convex set of feasible options to choose the exact and approximate methods based on pair-wise analysis of the options, theorems
Karlin and Germeyer. To reduce the time complexity problem solutions proposed methods of pre-allocate a plurality of approximate
methods effective solutions “sector” and “segment”. According to the analysis method estimates the computational complexity as a
function of the dimension of the original set of alternatives and the amount of local optimization criteria established that the
selection of sets of effective solutions of approximate the original set of alternatives at high power always is appropriate. This can
significantly reduce the complexity of solving the decision-making tasks without loss of effective alternatives. The analysis time
complexity methods revealed that the most efficient for large-scale problems is to use a scheme based on a modified method
“segment”. The results are recommended to be used in the procedures for multifactor solutions in the design and management

systems. Their use will improve the degree of automation of processes.
Keywords: design technology; information technology; decision-making; the set of feasible solutions; optimization criterion;

many compromises

Introduction

The effectiveness of man-made objects that are
used in various spheres of human activity, is largely
determined by the decisions taken in the course of
their design [1-3]. The design process involves the
iterative solution of a set of structural problems,
topological, parametric, process optimization in the
conditions of incomplete information for a variety of
functional and cost indicators (performance criteria)
[4-5]. Choosing the best solutions from a variety of
effective only in the simplest cases can be the
decision maker [6-10]. Because of the combinatorial
nature of most tasks synthesis number of alternative
solutions dramatically increases with the dimension
of design problems. The vast majority of options is
ineffective (dominated). Each of these options can
be improved on the set of feasible solutions at the
same time in all respects. There arises the problem
of forming only efficient subset (unimprovable
Pareto-optimal) design decisions constituting the
plurality of compromises or selection of a subset on
the created set of feasible embodiment [11-12]. In
addition, for many contemporary design objects
generated or selected subset of the effective options
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can be quite large, unsuitable for the final expert
evaluation and selection. This leads to the need to
reduce the set of effective options based on a
programmed preference between quality indicators.

Literature review

As part of a systematic approach to the design of
new equipment designed objects formalized
representation of this process in the form of a logic of
building design solution [13]:

T =<P, In, Res, DD, PD >, @
where: P={PR}, i= 1,p — an ordered set of tasks
(models) design; In — a plurality of source data tasks;
Res — many limitations tasks; DD — set of design
decisions; PD — display of the design procedure
(method of solution), assigning to each pair
<In,,Res, > empty subset < DD, >, i=1,p.

From the viewpoint of information technology,

each of the design challenges presented as input to the
inverter output:

P:In —>Out, i=1p. @

The ordered set of problems in (1) is completely
soluble, if for each of them there project procedures
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PD;, i= 1,p and every solution is the only [14]:

[PD(<In; ,Res; >)|=1, i=1p. 3)

Modern technology design of complex objects is
iterative, involving alternating generation procedure
for this analysis, select the best of them.

The essence of the problem of the decision
seems logical statement “is required s°” or formally
<—,8° > (where s° — optimal design solution) [15].
In this case, for the problems are considered that the
situation of decision-making Sit  determined
accurately enough, since there is some uncertainty
objectives and (or) the initial data (2). To go to the
task of deciding the type <Sit,s°> required
decomposition of the problem and the solution of
auxiliary problems of the form: “given <Sit,—>
need < Sit,s° >” namely, << Sit,—>,<Sit,s° >> or
“given need <Sit,s°>", namely
<< —,8° >,< Sit,s° >>.

Further detail of the decision-making task allows
you to present it in the form of <S,/7 >, where
S={s} — a lot of options of design solutions
(alternatives); 17 — principle of optimality [16]. As a
solution to problems of the form < S,/7 > considered
a subset S,, =S, obtained based on the received
principle of optimality 77 . The optimality principle
may be represented by a function selectionC, , which
compares subset S, c<S part C,(S,).
Decision S, the original problemisalotof C,(S).

Depending on the degree of certainty the
situation of decision-making are distinguished:
general problem (issue) decision (S and 77 -
unknown); task selection (S known); general
optimization problem (S and 77 known).

The decision problems of the form <S,/7>
produced by forming a plurality of permissible
alternatives S with a further decision of the selection
task. When forming a plurality of S it assumed to be
known a universal set of alternatives SY . The task of
forming a plurality of permissible alternatives S
considered as a problem of choice <S" 77’ > (where
I7T'— principle of optimality) which expresses the
conditions of admissibility of alternatives. The
solution of the problem S=C,.(S") it called the
initial set of alternatives. In view of this problem
decision can be reduced to solving the problems of
two successive selections [16].

In the end, the decision-making process seems
set of tasks [17]: the formalization of targets;
determining a universal set of alternatives S ;

<—,8°>,

determining a plurality of acceptable alternatives
S cSY; allocating a subset of viable alternatives

SE < S; ranking alternatives seS°F; selecting the

best alternative s® € S©.

The task of formalizing the goals of design
automation systems in the simplest case reduces to
the construction of the objective function P(s) based
on one or a plurality of indicators (local criteria)
efficiency k;(s), i =1,m taking real values on the set
of alternatives seS. At the same time local
criteriak;(s), i=1,_m,usually, have different
physical meaning, dimension, measurement interval,
and are contradictory.

Problem of determining the universal set of
alternatives S" it is based on the specificity of the
original design goals.

The problem of determining the set of
permissible alternatives S = SY it is to exclude from

the universal set SY a subset of options S not
satisfying the constraints solved the problem of

designing S=SY\S. It is required to determine the

functional and cost performance options s<S" . The
major means for estimating the local properties

ki(s), i=1,m options seS" are analytical and
computer simulation. To obtain generalized
assessments of the quality options P(s) methods

used expert and multivariate estimation based on local
criteria of utility functions [2; 4; 17].

The problem of distinguishing subsets effective
alternatives S® is excluded from the set of
permissible S, dominated (suboptimal) alternatives

belonging to the consent of the set S°. The solution

is called the effective s® S (Pareto-optimal, best
possible, non-dominated) if there is not a preferred

solution se S, namely s° ~s VseS [17].
Solution to the problem of ranking of
alternatives is based on the paradigm of maximizing
utility. To solve it, there are two approaches:
ordinalistic and cardinalistic [18]. When using
ordinalistic approach ordering options made the
decision maker. As part cardinalistic approach made
the formation of a generalized criterion of efficiency
and the reduction of the problem to solve
optimization problems. It is assumed in both
approaches, which each variant of the set of
admissible seS attributed some utility (value)
P(s) whose value is determined and the order [17]:

VsveS:ss~veP(s)>P(v);
S>>V P(s)>P(v); s2v«<P(s)>P(v).
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The task to choose the best alternative s° e SE
in the above specified conditions is reduced to
externalization generalized utility functions:

s® =arg maxP(s). 4)
sesE

Choosing the best option s° eSE it can be
made the decision maker, or generated on the basis
of the generalized criterion by solving the
optimization problem of the form (4) methods of
mathematical programming. In both cases it involves
determining ratingsk.(s), i=1,m all generated
alternatives seS (where m — the number of local
criteria evaluation and selection).

The vast majority of the known exact methods
for solving design problems are non-polynomial
time complexity. With their implementation requires
the generation and analysis of a huge number of
options n=Card (S). So the solution of problems
of structural synthesis of the class centralized radial
nodal structures using the brute force method of
local extrema of objective analysis is required of the

order Card (S)=2" options (where r — the number
of components), a number of possible ring structures
for  nonsymmetrical  matrices of  values
Card (S)=(r—1)!options. The problem arises of
the generation and analysis only effective
embodiments. In this version of the design solution
sF eSF it called the effective (non-dominated) if
the set of admissible S there is no option seS for
which would have the inequalities:

ki(s)=ki(sF),if k(s)—max, (5)

ki(s)<k;(sF),if k(s)—>min, (6)

and at least one of them was strict.

Power subset effective radial nodal structures
Card (S®), S® S for r=15+40 it may range
from a few percent to a few thousandths of a percent
Card (S) [19].

Depending on the particular design problems
using a variety of methods and algorithms of
allocation of subsets of viable options S®c<S:
discrete choice gravimetric method [1; 3]; pairwise
comparisons based on theorems Karlin and
Germeyer [20]; evolutionary search based on genetic
algorithms [21-23].

Methods discrete choice paired comparisons,
and [3; 20] allow to correctly allocate subsets
effective embodiments. However, due to high
temporal complexity, these methods are applicable
only to a relatively small set of feasible solutions.

Weighting methods, including methods based on
theorems Germeyer and Karlin [1; 3; 20], have
lower adjustable temporal complexity than accurate
methods. However, they allow you to highlight

incomplete subsetS®. This method, built on the
basis of theorem Carlin as the sector method is
intended for convex set of feasible solutions [20]. By
using genetic algorithms to solve problems multi
objective optimization their effectiveness verified
solution of two problems: the ability of the
algorithm convergence to give Pareto optimal front
(convergence problem) and to provide good
distribution throughout the optimal solutions Pareto
front (distribution problem).

One of the widely used solutions for the
problems of formation of subsets of effective
solutions (Pareto front) on ultra-large size
admissible sets is a genetic algorithm with the
nondominant sorting NSGA-11 [24].

Its features include: a binary representation of
the data can be wused in conjunction with
conventional genetic operators (crossing-point and
point mutation); for continuous optimization
problems with multiple objective functions it is
recommended to use a realistic (decimal)
representation of the data. The latter requires the use
of specific genetic operators such as crossover and
imitation binary polynomial mutation.

In [25] a method of reducing the number of
target features based on the method of principal
components. The basic idea is that if the two
objective functions have a negative value of the
correlation function, they are included in the conflict
set and the data (matrix data) to analyze the Pareto
front. To analyze this data set (goal functions) and
its subsequent reduction using the method of
principal components  (eigenvectors of the
correlation matrix). Choosing a higher eigenvalues
vector components with the largest negative value,
and with the largest positive value identifies two
conflicting objective functions. Next, we study the
eigenvectors that go beyond the senior eigenvector.
Eigenvectors are selected such that their eigenvalues
in the amount exceeding the threshold value. Then
the idea to use this in any algorithm (for example,
NSGA-II) procedures considered as an iterative
process, and the resulting set of target functions
reduce using correlation analysis. An iterative
process stops when the current subset coincides with
the subset that has developed in the previous
iteration.

The disadvantage of this method is that it does
not guarantee the preservation of the structure of
domination.

The main drawback of evolutionary methods

ISSN 2617-4316 (Print)
ISSN 2663-7723 (Online)

445



Applied Aspects of Information Technology

2020; Vol.3 No.1 443-455

Recognition, Decision Making, Forecasting

implemented using genetic algorithms is the lack
of checks or operators procedures that implement
mechanisms to accelerate the convergence to the
plurality of global optima. For example, the
effectiveness of genetic algorithms NSGA-II/I11
family can be enhanced by including an operator
implementing the  method of principal
components [25].

A review of publications on the issue of
allocation of subsets of viable options in information
technology making project decisions [26-27] shows
that the existing mathematical models, methods,
algorithms and procedures focused on specific types
of permissible options sets are significantly different
temporal complexity and accuracy of the solution.

The purpose of the article. Complex objects
modern design technologies features show the
accruing trend according to software
universalization, dedicated to the identifying subsets
of effective solutions task resolving. It allows you to
create requirements for effective technology
solutions of problems of formation and selection of
subsets of non-dominated alternatives. With this in
mind, the purpose of this article is to develop
methods for the procedures for allocating subsets of
effective design solutions tailored to the features of
the original sets, as the complexity of the
requirements and the accuracy of the solution.

Requirements for information technology

In the development of tools for allocation of
subsets of viable options will take into account the
characteristics of the design decision-making
support technologies: close relationship problems
formalizing objectives, definitions of the universal
set of alternatives, the definition of reasonable
alternatives, allocating a subset of efficient
alternatives ranking alternatives, select the best
alternative, which requires a common response; the
combinatorial nature of the majority of its
component tasks (subtasks); the need to solve large-
scale problems; presence in the problem difficult to
formalize factors; High dynamic uncertainty or
source data; a wide range of conditions for solving
problems.

Analysis of the above features of the problem
allows us to formulate the requirements to be met by
effective information decision support technologies:

— a close relationship and incomplete
information certainty formalization purpose tasks,
determining a universal set of alternatives, determine
the set of feasible alternatives highlight subset
effective alternatives, ranking and selection of the
best alternative (1) of the initial data sets In, and

restrictions Res,, izﬁ it causes the iterative

nature of the methods and procedures to solve them.
In this way, will be provided by the solubility of the

complex decision-making tasks P ={P }, izﬁ
the inputs;
— high complexity exact solution methods

(decision procedure) PD,, i=1,p (1) due to the

combinatorial nature of certain tasks, and a wide
range of conditions they require solutions in their
decision to use multiple methods with different
complexity and accuracy of the solution. This will
ensure the solvability of the problems of acceptance
of design decisions on resources;

— for the better use of experience of designers
and accounting factors of Difficulty making
processes of design decisions it is advisable to build
on the interactive (man-machine) procedures. The
process of finding the best solution in this case will
consist of complementary automatic procedures and
c involving intellectual synthesis system analysts and
operators CASE-applying means and expert systems;

— at all stages it is advisable to use techniques
that reduce the complexity of problem solving
P={PR}, i=1,p (1). For this purpose, they can be
used various kinds of heuristics tailored tasks,
solutions obtained by means of "quick™ procedures,
formal or expert estimates.

Methods for solving the problem. To solve the
problem effective allocation of subsets of options
within an adaptive design decision-making support
technologies form the methods of the bank based on
the convexity and non-convexity of the original sets,
as the complexity of the requirements and the
accuracy of the solution.

The problem of distinguishing subsets effective
design options S® < S it is seen in the following
formulation. Given a set of acceptable design
solutions S={s} each of which is defined by the

values m local performance criteria k.(s), i=1,m.
To be recovered from S={s} a subset of

alternatives S = S for each of which the evaluation
of local criteria do not satisfy the inequalities (5) and

(6).
Paired comparison method. Combinatorial
paired comparison method allows you to select

subsets of viable options S ={s} both convex and

non-convex on the set of alternatives S. Its essence
is as follows. Origin of the alternatives seS

included in the set of effective S®. Each of the
following options: ve S is compared with each of

the embodiments seSF (in the first step with a
single one). If the next versionveS best of each

option SF at least one of the indicators Kk (s),
i=1,m, it is included in the SE. If some
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variants € S® worse than the current version ve S , it
is excluded from S® and an option v included in the
subset S&. After viewing all the alternatives s S it
will be allocated a subset of the effective options
S® < S . Thus the set of feasible design solutions will
be divided into two disjoint subsets:

S=SEUS", SENS =2, )

This method allows to obtain the exact solution
of the problem, however, has a high time complexity.

Method based on Karlin theorem. A subset of
the effective S on a convex set of feasible
alternatives S based on theorem Karlin is by

combining the embodiments s°, i=1,m. Optimi-

zing each of the local criteria k; (s), the decisions of

parametric programming problem with respect to the
parameters [28]:

AeA={4%:4>0 Yi=1m, Zm:ﬂizl}, (8)

i=1

s =argmax{P(s)=> 44(s)}. ()
€ i=1

where &(s), i=1,m — normalized value or utility

function i -th local criterion.

Usefulness (value) of the partial criteria values
ki(s), i=1m are invited to express with their
affiliation functions of fuzzy sets “best option”. These
functions must satisfy a number of requirements [17]
and the dimensionless be monotonic; have a single
interval changes (for example, from 0 to 1); be
invariant to the form of the private extremum
criterion (min or max); allow to realize both linear and
non-linear, depending on local criteria values.

For a linear approximation of local criteria

values assessments k; (s) we will use the value of
the function:

£(s)=ki(s)= )=k

i=1m,
k" —k
where k;(s), k", k; — accordingly, the importance
of particular criteria for the option s e S, the best and

worst values of the criterion k,(s), i=1,m.

Function (10) requires minimal machining
operations to calculate their values among known
functions [29].

For a more accurate non-linear (S- and Z-shaped)
approximation criteria local count values will use the
universal value function [30]:

(10)

a(b, +1)£1—{b1 / (bl +@D]
Ka

0<k(s)<Kka;
a+(1-a)(b, +1)x

o522

ka <k(s)<1,

&(s)= (11)

where: &(s)=ki(s); ka,a —normalized coordinate

values of point bonding, 0 <ka <1; 0J aJ 1; b, ,b,
— factors that determine the form of the dependence
on the initial and final sections of a function.

Function (11) has the best value of the complex
index of “precision-complexity” to calculate its value
among the known nonlinear functions [30].

In practice, a reasonable amount of time to build
a whole set of effective alternatives S* =S using a
method based on Karlin theorem due to the
difficulties in solving the problems of parametric
programming (8) — (9) is possible only to a relatively
small set of feasible solutions S ={s} [20].

Method based on Germeyer theorem. A subset

of the effective options S® =S on the basis of the
theorem is Germeyer by combining s°, i=1,m

optimizing each of the local criteria k; (s), i=1,m
the decisions of parametric programming problem
with respect to the parameters [28]:

heA={%:24>0 vi=1,m, iﬂi =1}, (12)

i=1

s? =arg max{P(s)=min 25 (s)}.  (13)

This method allows you to select subsets of
viable options both convex and non-convex on the set
of alternatives S ={s}. In most cases, build a whole

set of effective alternatives S®* S by a method
based on the theorem Germeyer not possible due to
the difficulty of solving problems of parametric
programming (12) - (13) [20].

Methods for isolating rough sets effective
solutions. To reduce the time complexity of the
methods considered are encouraged to use effective
allocation of rough sets-making procedures (EARSM)
S". Must be fulfilled for such subsets requirement
SF =S’'<=S. To construct EARSM are encouraged

to use the methods of "sector” and “segment” [20].
For this purpose, the set of feasible solutions
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S ={s} pre-defined embodiments that lie on the
approximate boundaries of the plurality of S in the
space of local criteria k;(s), i=1,m. Through the
points <k k>, i=1,m (10) lying on the
boundary of the set of feasible solutions S ={s}

carried hyperplane which separates into subsets
embodiments falling respectively into sector

S/o>S® or segment S;>S® and notoriously
ineffective S :
s=s/US", s/NS" =@;
s=s,US", s,NS =@.

The method of “sector”. The essence of the
basic method of "sector" to select a subset S, >S*°
on a convex set of feasible design solutions S={s}
is as follows. On the set S={s} it is optimized for
each of the local criteria k.(s), i=1m, with the
result that identifies best solutions for each criterion:

sy =argextr k;(s), i=1,m,
seS
and the corresponding values of other local criteria
ki(s?), j=1m, j=i.

Then, the best value of the local criterion k;(s)
equally k" =k(s’)and worst among the local
criterion values k;(s) at the extremum of the other
criteria are:

ki =mjax ki(s]), if kj(s)—min,

ki =min k(s ), if ki(s)—max.
j

The obtained value pairs <k k™ >, i=1,m
displaying the approximate boundaries are set
S; o SF space on local criteria K(s)=[k; (s)];.
All variants of design solutions seS, for which
conditions k; (s)e [k k'] ,Vi=1,m included in

EARSM S/ oSF. All other options fall into a

subset obviously inefficient S .

Next, on the obtained EARSM S/ ={s}
implemented method of paired comparisons. The
result will be allocated a subset of effective options
S® < S, whose correctness is the condition (7).

The degree of reduction of the set of options to
be analyzed y=Cond(S)/Cond(S;) largely
depends on the amount of local criteria m,
particularly critical design objectives and methods

used at the same time. In the case of uniform
distribution of allowable characteristics for this

separation method using subset S; for a number of

local criteria m a reduction of the order y=2"

time. This can significantly reduce the
computational cost compared to the method of
paired comparisons.

The method of “segment”. For a convex set of
feasible solutions S={s} also it proposed to use

more sophisticated method “segment”, which allows
to obtain EARSM much smaller size. Its essence is
as follows. Pre converts local criteria values k;(s),
i=1,m in form of the utility values of the functions

(10) or (11). Then, on the set of feasible solutions
S={s} identifies best solutions for each of the

local criteria
s’ =argextr ki(s),i=1,m.
seS

Values obtained in this local criteria

ki =ki(s3), i, j=1,m (14)
define the extreme boundary point display set
approximate S, >SE space on local criteria
K(s)=[k (s)]",;. Construct plane (m-plane,
hyperplane) extending through the end points (14)
and a cut-off region of feasible solutions S={s} an
approximate set of effective solutions S; oS E
(Fig. 1):

(ky() =Ky ) oo (Kpp($)—Kppy)

o Rz ) o (o k)

=0. (15)
(Izlm_lzll) ---(Emm_lzml)
Represent hyperplane equation (15) in the
normal form:

Flay...., ap,q.K(s)] =all21(5)+azlzz(5)+

M (16)
+otapKy(s)+ag,, =0,
where; K(s)=[ky(8),ky(8),.... k()] ;
a;, i=1,m — hyperplane equation coefficients (15).

For the separation points into subsets inefficient

ST and EARSM SE we will determine their
location relative to the plane (16).

For this we use the criterion of mutual
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disposition ~ of  pointsM;(%;,Y;,...2z;)  and
M,(%5,Y,,...,Z, ) relative to the plane:
AX+By+..+Cz+D=0, 17)

wherein A, B, C, D — the coefficients of the plane
equation of the normal form.

Points M,(X;,Y;,..,2;) and M,(X5,Y5,..,Z5 )
they are located on opposite sides of the plane, if the
numbers

Ax; +By; +...+Cz, + D,

AX, +By, +...+Cz, + D

have opposite signs. Lies in the plane if the
corresponding number is zero.

As the first point will use the origin, i.e.,
M,(0,0,...,0). As a second corresponding to the

value of the local criteria for point of useM,
coordinates  M,(ki;, Kip,..., ki, ), an alternative
s, €S, namely ki(s;), ko(S; )., Ky(S;). Then a
point lying in the field S; must lie on the opposite
side  or plane (16) relative to the
originM,(0,0,...,0).

We define the ratio (16), the value F(M,)for
the point of the origin. We calculate the value

F[K(Si )] =q Ei1 +a2lzi2 + "'+amEim tam,-

to point M, with coordinates
(ki Kip .-  Kiry ) ,cOrresponding  to  yet  another
ky(s) 4
EZZ
ki

embodiment s, €S. If the value F[K(s;)]=0 or
has a sign opposite to F( M, ), we refer embodiment

s, €S set to the approximate Sy o SF, otherwise set

to inefficient S. For the problem is always
F(M;)<0, and therefore, require the validation is

performed only one condition F[ K(s; )] >0.

Next, on the obtained EARSM S, ={s}
implemented method of paired comparisons. The
result will be allocated a subset of effective
optionsS® =S, whose correctness is the condition
(7).

The degree of reduction of the set of options to
be analyzed y=Cond(S)/Cond(S;) also
depends on the amount of local criteria m,
particularly critical design objectives and methods
used at the same time. Under the same conditions, the
proposed method of isolating a subset S; it gives a
much more compact subset of design solutions
options than the method of “sector” (Fig. 1).

For uniform distribution of origin of design
solutions options in the space of local criteria for
m=2 we use as an estimate of the degree of
reduction EARSM Card (S;) and Card (S3)

relations sector areas S;, segments S; and S;. Fora
basic method “segment” degree of reduction S; about
S; itis 2.74 times, and S; regarding S; about 11.03

>

»

Iz1(5)

Fig. 1. The boundaries of subsets S; and S; on the convex set of alternatives in the space of

normalized criteria k;(s) and k,(s)
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To reduce the temporary complexity of the
proposed modification of the “segment”. It assumes
the definition of additional r support options

s7,S,...5. €SE whose coordinates in space of
particular criteria k;(s/), j=1,m define points, as
can be more evenly distributed in SE. As the
support may be  selected embodiments
s7,Sp,....s. €S which are solutions for parametric
programming problems r points:

;e N ={2;: 2;>0 Vi=1m, > 4;=1},(18)

s'=arg Q%f;ijki(s)’ (19)

where: K (5)=[(k;(s)—k )/ (k! —k7)],
j=1,m— linear monotonic transformation of local

criteria.
In particular, r=1 as the reference option is

selected s'eSE whose coordinates in space criteria
kj(s), j=1,m define a point lying closest to the

center of the set SF found regarding borders
s'=arg mastI?j(s). We construct a plane passing
Se ]

through the different sets of boundary points
S],Sh,..., S, € SF coordinates kji =k;(s’),
i,j=1,m cutting off a plurality of S subset

S; > SE. Equations planes passing through m set

points determined by the expression (15).
In the next step to determine a subset of viable

options S® =S satisfying the correctness of the
condition (7) on the resulting EARSM S;={s}

implemented method of paired comparisons.

The proposed modification of the "segment™ is
being implemented more difficult from a
computational point of view of the algorithm, but it
allows to determine the approximate subset S; much

smaller than the original version of the method of
“segment” (S;) and the method of “sectors” (S;)

(Fig. 2). For two local criteria m=2 and using one
reference embodiment r =1 EARSM reduction S;:

relative S it amounts to 40.2 times; aboutS; — 9.7
times; about S, — 3.5 times. For r=2 EARSM
reduction S; increases and is as follows: with respect
to S is 88.73 times; about S| — 22.4 times; about S,
— 8.3 times.

With increasing number of local criteria m and
the number of reference for this r observed
acceleration of the reduction of rough sets effective
options S;. However, this method increases time
complexity due to the need r-fold solution of
problem (18) — (19) and the deployment of the
determinants (15) of larger size.

Evaluation methods temporal complexity
formation of a subset SF method combinatorial
directly from the set of feasible variants S in the
worst case it requires pairwise comparison of

options se$S all local criteria k;(s), j=1,m. To

do this, on the setS, consisting of N =Card (S)
elements required to execute the order comparisons

fo(m,N)zo[m.cﬁ,], N =Card (S)

Determination EARSM S; by "sector" involves

choosing the best options for each of the criteria (of
the order m-N comparison operations), the

formation of boundaries (the order m? operations),
hit testing of each option on all of the criteria in the
selected border (about 2-m-N operations). Thus,
the time complexity of the method of forming S; is

fl(m,N)zo[m2+3m-N].

The first two stages of the definition of S, by
“segments” coincide with the stages of the method
of “sector” and includes a number of order
m-N+m? operations. Preparation hyperplane
equation (15) requires the deployment size of the
determinant of the matrix mxm (about
m!moperations). The decision whether the point S;

it involves calculating the values of F[K(s;)]

(2-m-N operations for all the points of the set of
permissible variants S). In view of this, the time
complexity of the method “segment” of the order

fz(m,N):o[m!m+m2+3m-N]

In view of the fact that in practice N >>m it
can be assumed that the considered methods are
substantially the same temporal complexity
f(m,N)=0[3m-N].

Modification of the method “segment” implies
a further construction with two criteria problems
r+1 plane, which requires deployment r+1
determinant dimension 2x 2. Given the fact that the
N >>m it has virtually no effect on the time
complexity of the method.
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ko(s)4

|<2+ = |‘22

kz_ = k12

0

kl_ = k21 kf = k11

»
>

ki(s)

Fig. 2. The boundaries of subsetsS;, S; and S; on the convex set of alternatives
for r=2, k; > max and k, — max

The problems with the amount of local criteria
m>3 with one embodiment, the support r=1 and
large scale set of feasible solutions N =Card (S)
the amount of computation is not significantly
increased at m>3 and r>2 task of building S,

substantially more complicated, as it requires
solutions auxiliary tasks determining a plurality of
support options and system construction planes
forming convex surface. This makes inefficient use
of this modification of the method “segment” with
the number of support optionsr >2.

Given the complexity of forming temporary
estimates obtained above procedures subset effective

design solutions SE are as follows:
— according to the scheme S —S; — SF

fl(m,N,Nl)zo[m2+3m-N +m'C,§l];
— according to the scheme S — S5 —SF
fz(m,N,Nz)zo[m!m+m2+3m-N +m-C§,2};
—according to the scheme S — S5 — SF
f3(m,N,N3)=o[m!m+m2 +3m-N +m-C,f,3],

where: N;, N,, N5 —size of subsets S;, S;, S;,

N, =Card (S/), i=1,3.
It should be borne in mind that, in practice, a
large scale set of feasible solutions N =Card (S)

and a large number of local criteria m=>3:
N; >> N, >> N;. The difference in size sets N,

N, and N; sharply increases with increasing

number of alternatives in the original set of options
N =Card (S) and the number of partial criteria m.

The analysis time reducing the degree of
difficulty for methods based on preliminary
allocation EARSM showed that the most efficient

scheme is to use S —Sj — SF.

Conclusions. As a result of analysis of the
current state of the problem of support of acceptance
of design decisions revealed that due to the
combinatorial nature of most tasks synthesis number
of alternative solutions dramatically increases with
the dimension of design problems. The vast majority
of options is ineffective. They can be improved at
the same time on all the quality parameters. This
leads to the need to develop methods for the
selection of subsets of adaptive technology of
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effective design solutions tailored to the features of
the original sets, as the complexity of the
requirements and the accuracy of the solution. To
meet the challenges of various dimensions on
convex and non-convex set of feasible options to
choose the exact and approximate methods based on
pair-wise analysis of the options, theorems Karlin
and Germeyer.

According to the analysis of the computational
complexity estimates methods as a function of the
dimension of the original set of alternatives and the
amount of local optimization criteria established
that the selection of sets of approximate effective
solutions at high power initial set of alternatives is
almost always it is appropriate. This can
significantly reduce the complexity of solving the
decision-making tasks without loss of effective
alternatives. The analysis time complexity methods
revealed that the most efficient for large-scale
problems is to use a scheme based on a modified
method  “segment”.  Application  isolation
technology subsets effective solutions possible to
significantly reduce the time of solving practical
design problems [19].

The results can be used in the procedures for
the adoption of multi-factor solutions in the design
and management systems. Their use will improve
the degree of automation of processes to reduce
decision-making time by reducing the time
complexity of procedures and ensure the quality of
the decisions made by the choice of only a subset of
them effective.

References

1. Bezruk, V. M., Chebotareva, D. V. &
Skorik, Yu. V. (2017). “Mnogokriterialnyiy analiz i
vyibor sredstv telekommunikatsiy”. [Multi criteria
analysis and choice of telecommunication facilities].
Kharkiv, Ukraine, FOP Koryak S.F., 268 p. (in
Russian).

2. Gubarenko, E.V., Ovezgeldyiev, A.O, &
Petrov, E. G. (2013). “Modeli i metodyi upravleniya
ustoychivyim razvitiem sotsialno-ekonomicheskih
sistem”. [Models and methods for managing the
sustainable  development of  socio-economic
systems]. Herson, Ukraine, Grin D. S., 252 p. (in
Russian).

3. Chebotareva, D.V., & Bezruk, V.M.
(2013). “Mnogokriterialnaya optimizatsiya
proektnyih resheniy pri planirovanii sotovyih setey

mobilnoy svyazi”. [Multi criteria optimization of
design decisions when planning cellular mobile
networks]. Harkov, Ukraine, Kompaniya SMIT, 148
p. (in Russian).

4. Malyar, M. M. (2016). “Modeli i metody
bagatokriterialnogo obmezheno-ratsionalnogo
vyboru”. [Models and methods of multicriteria
limited rational choice]. Uzhgorod, Ukraine, RA
“AUTDOR-ShARK ™", 222 p. (in Ukrainian).

5. Petrov, E.G., Bryinza, N.A., Kolesnik,
L. V. & Pisklakova O. A. (2014). “Metody i modeli
prinyatiya resheniy v usloviyah mnogokriterialnosti i
neopredelennosti”. [Methods and models of decision
making under conditions of multicriteria and
uncertainty]. Herson, Ukraine, Grin D. S., 192 p. (in
Russian).

6. Ataei, M., Shahsavany, H. & Mikaeil, R.
(2013). “Monte Carlo Analytic Hierarchy Process
(MAHP) approach to selection of optimum mining
method”. International Journal of Mining Science
and Technology, Vol. 23, pp. 573-578.

7. BagocCius, V., Zavadskas, E. K., &
Turskis, Z. (2014). “Multi-person selection of the
best wind tur-bine based on the multi-criteria
integrated additive-multiplicative utility function”.
Journal of Civil Engineering and Management,
Vol. 20, pp. 590-599.

8. Baky, I. A. (2014). “Interactive TOPSIS
algorithms for solving multi-level non-linear multi-
objective decision-making problems”.  Applied
Mathematical Modelling, Vol. 38, pp. 1417-1433.

9. Baky, I. & Abo-Sinna, M. A. (2013).
“TOPSIS for bi-level MODM problems”. Applied
Mathematical Modelling, No. 37, pp. 1004-1015.

10. Bernasconi, M., Choirat, C., & Seri, R.
(2014). “Empirical properties of group preference
aggrega-tion methods employed in AHP: Theory
and evidence”. European Journal of Operational
Research, No. 232, pp. 584-592.

11. Greco S., Ehrgott M. & Figueira J. R.
(2016). “Multiple Criteria Decision Analysis —
State of the Art Surveys”. New York, USA,
Springer, 1346 p.

12. Kaliszewski 1., Kiczkowiak T. &
Miroforidis J. (2016). “Mechanical design,
Multiple Criteria Decision Making and Pareto
optimality gap”. Engineering Computations, Vol.
33(3). pp. 876-895.

13. Timchenko, A.A. (2000). “Osnovy
systemnogo proektuvannya ta analizu skladnyh
objektiv”’. [Fundamentals of system design and

452

ISSN 2617-4316 (Print)
ISSN 2663-7723 (Online)



Applied Aspects of Information Technology

2020; Vol.3 No.1 443-455

Recognition, Decision Making, Forecasting

analysis of complex objects]. U 2-h kn. Kn. 1.
“Osnovy SAPR ta systemnogo proektuvannya
skladnyh objektiv”. [Basics of CAD and system
design of complex objects]: za red. V. I. Bykova.
Kiev, Ukraine, Lybid, 272 p. (in Ukrainian).

14. Beskorovaynyiy, V. V., Imangulova, Z. A.,
Petrov, S. V., Koshel, A. V. & Voskalenko, A. S.
(2016). “Sintez logicheskoy shemyi sistemnogo
proektiro-vaniya sistem kontrolya
krupnomasshtabnyih ob'ek-tov”. [Synthesis of the
logical scheme of system design of control systems
for large-scale objects], Scientific works of Kharkiv
National Air Force University, No. 4 (49), pp. 70-74
(in Russian).

15. Vilkas, E.Y. & Mayminas, E. Z. (1981).
“Reshenie: teoriya, informatsiya, modelirovanie”.
[Solution: theory, information, modeling]. Moscow,
Russian Federation, Radio i svyaz, 328 p. (in
Russian).

16. Makarov, I.M., Vinogradskaya, T.M.,
Rubinskiy, A. A. & Sokolov, V. B. (1982). “Teoriya
vyibora i prinyatiya resheniy”. [Theory of choice
and decision making]. Moscow, Russian Federation,
Nauka, 328 p. (in Russian).

17. Ovezgeldyiev, A.O., Petrov, E.G. &
Petrov, K. E. (2002). “Sintez i identifikatsiya mode-
ley mnogofaktornogo otsenivaniya i optimizatsii”.
[Synthesis and identification of multivariate
assessment and optimization models]. Kyiv,
Ukraine, Nauk. dumka, 164 p. (in Russian).

Bezruk, V. M., Buhanko, O. M. & Chebotarova,

D. V. (2014). “Optimizatsiya ta matematichne

modelyuvannya merezh zv’yazku”. [Optimization is

a mathematical model that’s just a little bit]. Harkiv,

Ukraine, Kompaniya SMIT, 194 p. (in Ukrainian).
18. Beskorovaynyiy, V. V. &

Podolyaka K. E. (2016). “Vybor
mnogokriterialnyh resheniy pri reinzhiniringe
topologicheskih struktur sistem

krupnomasshtabnogo monitoring’. [The choice of
multicriteria solutions for the reengineering of
topological structures of large-scale monitoring
systems]. Sistemi obrobki Informatsiyi, No.
5(142), pp. 80-86.

19. Beskorovaynyiy, V. V. & Krasko, A. F.
(2007).  “Avtomatizatsiya  protsessov  vybora
effektivnyh  resheniy pri  avtomatizirovannom
proektirovanii sistem upravleniya i avtomatiki”.
[Automation of the processes of choosing effective
solutions for the automated design of control

systems and automation]. Vestnik Hersonskogo
natsionalnogo tehnicheskogo universiteta, No. 4
(27), pp. 208-212 (in Russian).

20. Kalyanmoy Deb & Debayan Deb. (2014).
“Analysing mutation schemes for real-parameter
genetic algorithms”. International Journal of
Artificial Intelligence and Soft Computing, No.
4(1), pp. 1-28.

21. Kalyanmoy Deb & Himanshu Jain (2014).
“An evolutionary many-objective optimization
algorithm using reference-point-based nondominated
sorting approach”. Part I: Solving problems with box
constraints. IEEE Trans. Evolutionary Computation,
No. 18(4), pp. 577-601.

22. Deb, K. (2011) “Multi-objective
Optimisation Using Evolutionary Algorithms: An
Introduction”. In book: Multi-objective Evolutionary
Optimisation for Product Design and Manufacturing,
Springer London, pp.3-34. DOI: 10.1007/978-0-
85729-652-8_1.

22. Deb, K., Pratap, A., Agarwal, S. &
Meyarivan, T. (2002). “A fast and elitist
multiobjective genetic algorithm: NSGA-II”. IEEE
transactions on evolutionary computation, Vol. 6(2),
pp. 182-197.

23. Shadura, O. (2019). “Modyfikazija
genetychnych algorytmiv na osnovi metodu nezen-
trovanych golovnych komponent ta standartni testy”.
[Modification of Genetic Algorithms Based on the
Uncited Principal Component Method and Standard
Tests]. World Science, No. 4(44), pp. 4-11 (in
Ukrainian).

24, Mark Velasquezl & Patrick T. Hester
(2013). “An Analysis of Multi-Criteria Decision
Making Methods”. International Journal of
Operations Research, Vol. 10, No. 2, pp. 56-66.

25. Abbas Mardani, Ahmad Jusoh, Khalil MD
Nor, Zainab Khalifah, Norhayati Zakwan & Alireza
Valipour. (2015). "Multiple criteria decision-making
techniques and their applications — a review of the
literature from 2000 to 2014”. Economic Research,
Vol. 28, No. 1, pp. 516-571,
doi:10.1080/1331677X.2015.1075139.

26. Mikhalevich, V.S. & Volkovich, V.L.
(1982). “Vichislitelnye metody issledovanija |
proektiorovanija sloshnych system”.
[Computational methods of research and design of
complex systems]. Moscow, Russian Federation,
Hauka, 288 p.

27. Beskorovainyi, V. & Berezovskyi, G.
(2017). “Estimating the properties of technological
systems based on fuzzy sets”. Innovative
technologies and scientific solutions for industries,

ISSN 2617-4316 (Print)
ISSN 2663-7723 (Online)

453


http://dx.doi.org/10.1080/1331677X.2015.1075139

Applied Aspects of Information Technology 2020; Vol.3 No.1 443-455
Recognition, Decision Making, Forecasting

No.l (1), pp. 14-20. DOI: 10.30837/2522- support systems”. ECONTECHMOD, Vol. 06,

9818.2017.1.014. No.4. pp. 15-20.
28. Beskorovainyi, V. & Berezovskyi, H.
(2017). “Identification of preferences in decision  Received 05.01.2020
Received after revision  30.01.2020
Accepted 11.02.2020

YK 004.9: 519.81

'Beskopopaiinnii, Bosoaumup BajeHTHHOBMY, IOKTOp. TexHiu. Hayk, mpodecop, mpodecop Kad.
CHCTEMOTEXHIKH, E-mail: vladimir.beskorovainyi@nure.ua, Scopus ID: 57190427154,
ORCID: http://orcid.org/ 0000-0003-3820-4714

Merpummun, JTrooomup Boraanosuy, 10KTop TexHiu. HayK, mpodecop, mpodecop Kad. yIpapIiHHS
nignpueMcTBoM, E-mail: .b.petryshyn@gmail.com, Scopus ID: 55976325300

ORCID: http://orcid.org/0000-0003-4168-3891

'Ilesuenxo, Oubra FOpiiBHa, acucTeHT Kad). aBTOMATH3ALI POEKTYBAHHS OGUHCIIOBANBHOI TexHikH, E-
mail: 1375helga@gmail.com, Scopus ID: 57214133451, ORCID: https://orcid.org/0000-0002-8122-4748
"XapkiBchKuii HaLiOHANTBHUI YHIBEpCHTET pajioenekTponiku, np. Hayku, 14, r. Xapkis, Ykpaina, 61146
HaykoBo-TexHonoriunnii yaisepcurer AGH, Byn. Minkesuda, 30, Kpakis, 30-059, TTonbma

BUALIEHHA HIIMHOKWUH E@EKTUBHUX BAPIAHTIB B TEXHOJIOT'TAX
NNPUUHATTA MIPOEKTHUX PINIEHBb

Anomauia: Y cmammi po3ensioaiomscs meopemuyti acnekmu 6UOiNeHHs NIOMHONCUH ePEeKMUSHUX 3 MHOMCUH OONYCIMUMUX
eapianmis 8 MexHoA02iAX NPUUHAMMA NPOEKMHUX piuleHb. 3a pe3yibmamamy aHanizy cy4acHo2o cmamny npoobnemu 6UAGIEHO, WO 3
0210y HA KOMOIHAMOPHULL Xapakmep Oilbwocmi 3a0ay CUHmMesy KilbKiCb aIbIMepHAMUSHUX 6APIAHMIE piuleHb pi3Ko
30LIbULYEMBCSA 31 3POCMANHAM PO3MIDHOCI 3a0ay npoexmysants. IIpu ybomy nepesasicna 6inbuicms 6apianmis € HeeeKmueHUMU.
Bonu moocyms 6ymu noninuieni 00HouacHo 3a écima nokazwukamu axocmi. Lle npuzeooums 0o HeoOXiOHOCMI pO3POOKU Memolie
01 npoyeoyp BUOieHH NIOMHONCUH ePeKMUSHUX NPOEKMHUX PilleHb 3 YPAXY8AHHAM 0COOUBOCMell BUXIOHUX MHOMCUH, BUMO2 NO
MpyOOMICMKOCI Mma MOYHOCMI pPO38 A3aHHA 3a0ayi. [[na po36’A3auHA 3a0ay pi3HOI POIMIDHOCMI HA ONYKAUX | HEONYKIUX
MHONCUHAX OONYCMUMUX 6APIAHMIE 0OpaHi MOYHI | HAOIUIICEHT MemOoOU, 3ACHO8AHI HA NONAPHOMY AHANI3L 8APIAHMIE, MeopemMax
Kapnina, I'epmetiepa. [[ns 3uudicenna 4acogoi CKAAOHOCMI Memooie po36 A3aHHA 3a0ai 3anpOnOHOBAHO NONEPeOHbO GUOLIAMU
HAONUMNCEHT MHOJICUHU  eDEeKMUBHUX pileHb Memooamu «Cekmopay» 1 «ceamenmay. 3a pe3ynomamamu awmanisy OyiHOK
004UCTI0B8ATLHOI CKIAOHOCME Memo0i AK (QYHKYIN 610 pO3MIDHOCMI BUXIOHUX MHONCUH QTbMEPHAMUE | KITbKOCMI JIOKATbHUX
Kpumepiig onmumizayii 6CMAHOBIEHO, WO GUOINEHHA HAOIUNCEHUX MHONCUH eQeKMUBHUX DilleHb NpU BeUKill NOMYAICHOCMI
BUXIOHUX MHOMCUH ANLIMEPHAMUS 3A6IHCOU € O0YinbHUM. L]e 0036014€ ICMOMHO 3HUNCYBAMU MPYOOMICIKICMb PO36 A3AHHA 3404y
npuiinamms piuenv 6e3 empamu epekmusHux anrvmepramus. IIposedenuli ananiz 4acoeoi CKIAOHOCMI Memooig 003601U6
6CMAHOBUMU, WO HAUOLNbW PAYIOHATGHUM O 3A0ad GenuUKOi pO3MIpDHOCMI € BUKOPUCAHHA CcXeMu, wo 0a3yemvcs Ha
Mooughikosanomy memodi «ceemenmay. Ompumari pe3yivmamuy pekoOMeHOYIOmbCa 00 BUKOPUCMAHHA 8 NPoyedypax NputiHammsi
bazamocpaxmopHux piwens y cucmemax npoekmyeanns ma ynpaerinns. Ix sacmocyeanns 003601umv nidsuwumu Cmyninb
asmomamu3zayii npoyecie, CKOPOMUMU 4ac NPULHAMMs PIUEHb 3a605KU 3HUNCEHHIO YACO80I CKIAOHOCME NPoyedyp i 2apannmyséamu
AKICMb RPUTTHAMUX PIUEHb 3d PAXYHOK 6UO0PY IX MIbKU 3 NIOMHONCUH eeKMUGHUX.
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ONPEJNEJTEHUE MNOAMHOKECTB JOPPEKTUBHBIX BAPUAHTOB B TEXHOJIOT'UAX
INPUHATHSA TPOEKTHBIX PEIIEHUN

Annomayusa: B cmamve paccmampuaiomcs meopemuiecKue acnekmuvl 6blOeeHUs NOOMHONCECME IPPeKmusHvix us3
MHOXCECME OONYCIMUMbBIX 8APUAHIMOS 8 MEXHOIOSUAX NPUHAMUSA NPOEKMHbIX peuleHuti. B pesynemame ananusa cospemennozco
COCMOANUA  NPOOIEMbl  6bIAGIEHO, YMO 66U0Y KOMOUHAMOPHO20 Xapakmepa OONbWUHCEA 3a0a4 CUHME3d KONUYECME0
ANbMEPHAMUSHBIX BAPUAHINOE PEUleHUll PE3KO YBeaudusaemcs ¢ pocmoM pasmMepHOCmu 3a0ay npoexmuposanus. IIpu smom
nooasasawee HGOIbUUHCMBO BAPUAHMOE s6Tsemcs Hedgexmuguvimu. OHu Mocym Oblmb YIyYuieHbl 0OHOBPEMEHHO NO 8CeM
nokasamenam Kavecmed. Imo npugooum K HeoOX0OUMOCmu paspadomru mMemooos 01i Nnpoyeoyp 6bvi0eseHuss NOOMHONCECE
2DexmusHbIX NPOEKMHBIX peleHUll ¢ YYemoM 0CoOeHHOCmel UCXOOHBIX MHOXMCECms, MmpebosaHuli no mpyooemMKoCmu u
mouHocmuy pewieHus 3aoauy. [na peuienus 3a0ay pA3iUYHOU PA3MEPHOCU HA BbINYKAbLIX U HEGLINYKIbIX MHONCECMEax
OONYCIMUMbIX 6APUAHMOE 6bIOPAHbL MOYHbIE U NPUOTUICEHHbIE MemOObl, OCHOBAHHbIE HA NONAPHOM AHAIU3E BAPUAHMOS,
meopemax Kapnuna, Iepmeiiepa. [Ina CHUdCEHUS BPEMEHHOU CIONCHOCMU MEMOO08 peuwleHus 3a0auu NnpeoioHCeHO
npeodsapumenbHo 8blOenAmsb NPUOTUNCEHHBIE MHONMCECNEA IPHEKMUBHBIX PeUuleHUll Memooamy «cekmopay» u «ceemenmay. Ilo
Pe3YIbMamam aHaIu3d OYeHOK GblYUCTUMENLHOU CILOMHCHOCTNU MEMO008 KAK QYHKYULL OMm PA3MEPHOCIU UCXOOHO20 MHONICECTEA
AnbMepHAmus U KOIU4ecmed NOKAIbHbIX Kpumepues ONMuMU3ayu yCmaHo6ieHo, 4mo ebloenerue NPpUOIUNCEHHBIX MHOXHCECTE
spphexmusnbIX peutenuti npu OOILUIOU MOWHOCIMU UCXOOHO20 MHOJICECMEA ANbIMEPHAMUE 6Ce20a ABNAEMCS YelecO0OPaA3HbIM.
Dmo nosgonsem cyujeCmeeHHO CHUXCAMb MPYOOEeMKOCMb peulenus 3a0ay npuuamus peuwtenuti Oe3 nomepu 3¢dexmusHbIxX
anemepramus. IIpoedenHblll aHAIU3 8PEMEHHOU COHNCHOCHU MeMOO08 NO38ONUN YCIMAHO8UMb, YMO HAuboIee PAYUOHATbHbIM
onsi 3a0a4  OONLUIOU PASMEPHOCU  SGNAeMCs UCHONIb306AHUE CXeMbl, Oasupyloujelicss Ha MOOUPUYUPOBAHHOM Memooe
«ceamenmay. Ilonyuennvie pesyrbmamvl pPeKOMEHOYIOMCSA OAsi UCNOAb30BAHUA 6 NpOYedypax NpUHAMUS MHO20AKMOPHbIX
peuleHuti 8 cucmemax NPOEKMUPOSAHUs U ynpasieHus. VX npumeHeHue nO380IUM NOBLICUMb CHIENEHb A8MOMAMU3AYUU
npoyeccos, COKpamums 6pems NPUHAMUS peweHutl 61a200apsa CHUNCEHUI) BPEMEHHOU CLOHCHOCIU NPOYeOdyp U 2apaAHMUposamy
Kauecmeo npUHUMAeMblX peteHull 3a cuem 6bl00pa ux Moabko U3 NOOMHONCECIE IPDEKMUBHBIX.

Kniouesvle cnosa: mexuonozus npoekmupo8anus; UHGOPMAYUOHHAS MEXHONOUSA; NPUHAMUE DeuleHUll, MHONICECMEO
OONYCIMUMbIX peuienuil; Kpumepuii OnMUMU3AYUL ; MHOHNCECMEO KOMNPOMUCCO8
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