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ABSTRACT 

The widespread use of mathematical modeling is often constrained by the insufficient level of technological maturity and the 

lack of theoretical foundations to justify the effectiveness of different classes of models. One of the ways to improve educational 

project management systems is to solve problems of modeling the structure and trajectory of changes in the parameters of the system 

in education management, as a complex poorly structured organizational and technical system. To solve the problem of analysis of 

structural schemes of complex technical systems, which include education systems, it is proposed to use the analytical method of 

determining closed cycles in complex control systems. The method is based on the use of specific properties of adjacency matrices. It 

is shown that the degrees of the adjacency matrix follow the general structure of the oriented graph with certain regularities of map-

ping the arcs of the graph. This allows you to create a matrix of reach of the studied topological structure with the selection of con-

tours in an oriented graph. A method for identifying cycles in graphs based on the formation of the Boolean sum of degrees of the 

reach matrix with its subsequent transposition and superposition has been developed, which allows obtaining a mapping of a contour 

in a graph in the form of a square submatrix filled with units. 
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INTRODUCTION 

Informatization of society, the growth of the so-
cial role of the individual and the intelligence of his 
work in the rapidly transforming techniques and tech-
nologies require constant development and moderni-
zation of the educational environment to form and 
maintain relevant vocational education throughout life 
for everyone. Knowledge and information in the in-
formation society are becoming the main intellectual 
resource, but as the volume and rate of accumulation 
of knowledge is constantly and sharply increasing. 
Modern computerization of education is based mainly 
on the information approach, remaining essentially on 
the “manual” management of learning, which does 
not allow to fully individualizing this process. 

Assessment of the level of student achievement 
is based on the subjective requirements of the teacher  
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with a significant delay in time during the examina-
tion session. Lack of operational management of the 
learning process leads to a decrease in the overall 
level of training. Only the use of information tech-
nology and mathematical modeling tools will allow 
moving to a personal differentiated approach to stu-
dent learning. This approach should be based on 
competency-oriented models and methods of form-
ing the information environment of the university. 

Known computer elements of training and con-
trol systems, as a rule, perform certain scientific and 
practical tasks and are not focused on the formation 
of a comprehensive system of information support 
and management of the current learning process, 
considering the modular structure of disciplines. 
Therefore, research, creation, and implementation of 
mathematical models for the study of the educational 
process, in the development of information envi-
ronment, for the organization of knowledge control 
and decision-making based on the results of control 
is extremely important. 
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The learning process is implemented in a com-

plex poorly structured system, which includes many 

heterogeneous subsystems that form a complex 

“web” of communications [1]. The development of 

an adequate deterministic formal description for 

such systems, in the general case, has no solution, as 

it is almost impossible to establish cause-and-effect 

relationships between results, resources and methods 

of organizational and technical interaction [2]. 

The learning process can be analyzed from the 

standpoint of the theory of self-organization of com-

plex ordered systems, based on the properties of the 

synergetic approach [3]. Learning systems can be 

classified as nonlinear systems; because, for exam-

ple, increasing the management influence in the 

form of the amount of educational material needed 

for study does not lead to a clear result in the form 

of improved quality. It is known that it is impossible 

to apply “rigid” management methods to complexly 

organized systems [4]. It is necessary to understand, 

contributing to their own development trends, how 

to bring systems to the rails of self-organization 

when external goals are related to the needs of these 

systems. The defining postulate of the synergetic 

approach is that guided development takes the form 

of self-government. In addition, the widespread dis-

semination of various types of educational infor-

mation in electronic forms, on the one hand, leads to 

a pluralistic nature of ways to achieve learning 

goals, on the other hand, objectively leads to chaos 

of educational information [5]. In this regard, the 

formation of an individual learning strategy often 

leads to a unique curriculum for the student, with a 

chaotic accumulation of educational influences [6]. 

To solve the problem of analysis of structural 

schemes of complex systems, which are elements of 

the educational environment, it is proposed to use the 

method of analytical determination of cycles in com-

plex control schemes. Unlike the well-known method 

of Leonard Euler, the cycle is determined by analyti-

cal calculation, not heuristic search [7]. The basis for 

the analytical solution of the problem is the use of the 

characteristic properties of the adjacency matrix [8]. 

The study of graph theory is associated with the 

names of prominent scientists Leonard Euler [9], Gus-

tav Kirchhoff [10] and William Hamilton [11]. Leon-

ard Euler determined the conditions for the existence of 

a cycle in a connected graph. Such a cycle, which con-

tains all the edges of the graph without repetitions, in 

honor of Leonard Euler is now called Euler. The meth-

od known by Euler's theorem allows determining cy-

cles on graphs as a result of heuristic search.  

Euler's theorem: “A graph has a cycle if and only 

if it is connected and the degrees of all its vertices are 

even”, is proved using the technique of coloring those 

edges of the graph, which have already been passed 

by traversing the vertices of the graph. This algorithm 

is difficult to formalize. 

Kirchhoff's research used graphs to show the 

topological structures of electrical networks and created 

an algorithm for determining the maximum subgraph 

without loops (called a tree), which allowed to form an 

independent system of equations of the electric circuit. 

       Hamilton formulated his research: “Find a simple 

cycle containing all the vertices of the graph”, which 

allowed the graphs to solve the famous classic problem 

of the salesman. The Hamilton cycle, in contrast to the 

Euler cycle, which correlates with the edges of the 

graph, is formed based on the vertices of the graph. 

The solution of one of the most famous problems 

of the four-color problem technique is also based on 

the study of the properties of planar (flat) graphs, 

which allows you to draw maps or design printed cir-

cuit boards. 

As is known, a system that unites sets of some 

entities, for example, S{s1, s2,…, sm}, which are verti-

ces of an oriented graph connected by oriented arcs 

and G {g1, g2,…, gr}, can be displayed using the adja-

cency matrix [cij]S = [i,j], each row of which shows 

the connections of one vertex with other vertices of 

the graph. The element cij = 1 reflects the arc between 

the vertices Si and Sj. If cij = 0, then the arc directly 

between the vertices of the graph i and j is absent. 

The relations between the elements of the sets  

S{s1, s2,…, sm} and G {g1, g2,…, gr} can also be de-

scribed as an incident matrix [hij]S, g = [i, j], the rows 

of which correspond vertices, and columns to the arcs 

of the oriented graph. In this case, the hij element  

is equal +1 if Si is the initial vertex of the arc and (- 1) 

if Si – is the final vertex of the arc [12]. 

Adjacency matrix, which has specific properties, 

is used to analyze structures [11]. In the case of suc-

cessive reduction of the adjacency matrix in the de-

gree n = 2, 3 ... the elements of the nth degree (cij) n 

show the path containing n arcs between the i-th and 

j-th vertices of the graph. 

Multiplication of matrices is performed accord-

ing to the usual rule [13]: 
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where: n is the degree of the adjacency matrix; n=1, 

2,…; m is the total number of vertices in the scheme. 

To display the relationships between the ele-

ments of complex system, we use the following sim-

plification: the presence of the relationship, which is 

determined from the above, we mean the value of the 

matrix element [сn
ij] = 1. In the absence of a connec-

tion [сn
ij] = 0.  

That is, the operations of multiplication of matri-

ces will be performed according to all the rules adopt-

ed in mathematics, and at the stage of displaying the 

results we will perform the transformation: 

.      (1) 

Published works on structural analysis of complex 

schemes provide, often without proof, recommendations 

in the form of algorithms for finding cycles [14, 15]. 

Structural analysis of complex systems is used in vari-

ous fields of knowledge. In [16, 17] a structural analysis 

of the international standard of competencies for project 

managers NCB (National Competences Baseline) was 

carried out. The authors proved that the cycles in the 

NCB competency matrix are the basis for the formation 

of knowledge cores. In [18, 19] the modernization of the 

project-managed organization was performed on the 

basis of structural analysis. It is theoretically substantiat-

ed that the matrix diagram of project value indicators is 

strongly related [20, 21]. Structural analysis has become 

the basis for optimizing the structure of the enterprise 

[22, 23]. 

These examples show that the theoretical sub-

stantiation of methods for analyzing the structures of 

complex technical systems is an urgent task, since the 

structure of the system and information connections 

significantly affect to the results of research. 

THE PURPOSE OF THE ARTICLE  

The aim of the research is to improve the method 

of analytical selection of closed loops in oriented 

graphs of complex topological structures of educa-

tional systems.  

To achieve this goal the following tasks are de-

fined: 

– investigate the properties of degrees of adja-

cency matrices of oriented graphs; 

– to develop a method of identifying cycles in 

graphs based on the formation of the reachability ma-

trix with its subsequent transposition. 

MAIN PART  

We will study the methods of representation of 

different structures using the adjacency matrix; con-

sider the properties of adjacency matrices and its de-

grees in terms of applying these properties for struc-

tural analysis of design systems. 

Lemma 1. Two arcs, one of which enters and the 

other exits one vertex, form two elements in the adja-

cency matrix, offset from the main diagonal by 1 col-

umn in the direction of the arcs, if and only if the 

three vertices of the oriented graph are represented by 

adjacent columns. 

Evidence. According to the rule of displaying 

oriented graphs in the adjacency matrix, the line 

numbers correspond to the number of the vertex of 

the graph from which the arc emanates. And column 

numbers are the number of the vertex that includes 

the arc. Note that in any oriented graph having a con-

tour, we can distinguish the linear part of the contour 

in the direction of the arcs of the oriented graph and 

the feedback (arc) that forms the cycle. 

Since the vertex numbers of the oriented graph 

play rather the role of vertex identifiers and do not 

determine the mandatory order in the adjacency ma-

trix, and do not affect the structure of connections 

between vertices, we assume that the vertices of the 

oriented graph can be numbered arbitrarily. There-

fore, we impose a condition on assigning numbers to 

the vertices of the graph: in the linear subgraph s S 

the vertices are numbered in the direction of the arcs 

of the digraph. 

Consider an oriented graph from the following 

vertices: a, b, c, d, e, f, g. Let the vertices of the graph 

be connected by the relations: a → b → c → d → e 

→ f → g. Since the vertices of an oriented graph can 

be numbered arbitrarily, we assume the following 

numbering: 

a → {i}; 

b → {i + 1}; 

c → {i + 2}; 

d → {i + 3};    (2) 

e → {i + 4}; 

f → {i + 5}; 

g → {i + 6}. 

In this case, in the adjacency matrix, as a result 

of (1), the rows and columns corresponding to the 

vertices a, b,…, g.  

Will be in series, and the values of the corre-

sponding elements of the adjacency matrix will be as 

follows: 

ci,i+1= ca,b = 1; 

ci+1,i+2= cb,c = 1; 

…     (3) 

ci+5,i+6= cf,g = 1. 

The elements of the adjacency matrix defined in 

(2) are shifted by one column from the main diagonal. 
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That is, the arcs of the linear part of the oriented 

graph are reflected in the adjacency matrix by a diag-

onal parallel to the main one and shifted from it by  

1 column, provided that the vertices are in the adja-

cency matrix sequentially in the direction of the ori-

ented graph arcs (Fig. 1). 

 
 

Fig. 1. The adjacency matrix of the  

fragment of the linear part of the graph 
Source: compiled by the authors 

 

Thus, an arc that does not form a diagonal paral-

lel to the main one does not belong to the linear part 

of the arcs of the oriented graph. For example, in the 

case of a contour formed by an arc between the verti-

ces e → b, in the adjacency matrix element [ceb] = 1, 

or taking into account the numbering (3) we get the 

value [si + 4, i + 2] = 1 (Fig. 2 and Fig. 3). 

As can be seen from Fig. 2 and Fig. 3, the map-

ping of the arc between the vertices e → b in the ad-

jacency matrix is carried out through the value of the 

element [si + 4, i + 2] = 1. This element forms a “trian-

gle” with the linear part of the contour of the oriented 

graph. 

 
 

Fig. 2. Oriented graph by the Adjacency Matrix 

with the arc e → b, which forms a cycle  
Source: compiled by the authors 

 

The specified property of mapping cycles using 

the adjacency matrix is the basis for structural analysis. 

Lemma 2. The elements of all columns of the 

contour, except the last one, of the adjacency matrix  

of degree n are shifted in degree n + 1 by one column 

in the direction of the edges of the oriented graph. 

Evidence. Let's use the property of arbitrary 

numbering of vertices.  

The nonzero elements of the adjacency matrix of 

degree n = 1:  

c1
i,i+1=1, i = k, k +1, …, m - 1; k  1,…,  

m – 1; c1
m,k= 1, 

(4) 

where  k and m are the initial and final vertices in-

cluded in the contour, k <m. 

 

Fig. 3. Oriented graph by the Adjacency  

Matrix with the arc e → b,  

which forms a cycle 
Source: compiled by the authors 

Find the elements of the adjacency matrix of 

degree n + 1: 

.,,2,1;,,2,1,11 mimjccc
m
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hj

n
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n

ij  


  (5) 

Let's calculate the values of the elements of one 

of the rows s{1, 2,…m} of the adjacency matrix of 

degree n + 1: 
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where m is the element number in the string. 

The nonzero elements si, i + 1 = 1 (i = 1, 2,…,  

m – 1) of the adjacency matrix are highlighted in 

parentheses.  

Rejecting the remaining elements, we obtain in 

the general case that the value of the element of the 

line s{1, 2,… m} for the linear part of the graph will 

be determined by the first factor: 

.,,3,2;
1,

1

,
mhcc n

hs

n

hs




    (7) 

Graphical interpretation of the proof on the ex-

ample of calculating the element of the matrix [c2
2,4] 

is shown in Fig. 4. 
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Fig. 4. The scheme of displacement of the element [c1

2,3] = 1 by one column in the  

element of the matrix [c2
2,4] = 1, which is the result of multiplication of matrices   

Source: compiled by the authors 

To determine the value of the element [c2
2,4], 

multiply the elements of row 2 and column 4 and 

determine the sum. As you can see, only two ele-

ments of the 2nd row [c1
2,3] = 1 and the 4th column 

[c1
3,4] = 1, have non-zero values. They will give val-

ues [c2
2,4] = [c1

2,3] x [s1
3,4] = 1.  

In the general case, for an example in Fig. 3, we 

obtain: 

[с2
1,3] = [с1

1,2]; 

[с2
2,4] = [с1

2,3]; 

[с2
3,5] = [с1

3,4];    (8) 

[с2
4,6] = [с1

4,5]; 

[с2
5,7] = [с1

5,6]. 

It is proved that the elements of all columns of 

the linear part of the oriented graph, except for the 

last one, of the adjacency matrix of degree n are 

shifted in degree n + 1 by one column in the direc-

tion of the edges of the oriented graph. 

Lemma 3. In the degree n + 1 of the adjacency 

matrix, the elements of the last column of the con-

tour of the degree n pass into the 1st column of the 

contour. 

Evidence. Let be an oriented graph with a con-

tour represented by a matrix of contiguity with the 

conditions accepted in Lemma 2. 

Consider the formation of any column k of the 

adjacency matrix of degree n + 1. The elements of 

column k are calculated: 
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For the system of equations (9) it is necessary 

to enter the initial conditions: the numbers of the 

beginning k and the end of the cycle r. For example, 

for the scheme in Fig. 2, such data will be k = b = 2 

and r = e = 5. Under such conditions, the element of 

the 2nd factor [c1
5,2] = 1. And the penultimate ele-

ment of the contour in the first factor of the matrix  

[c(n = 1) 4,5] = 1, as a consequence of Lemma 1 on the 

parallelism of the main diagonal of the matrix of 

elements of the linear part cycle. 

Rejecting the zero elements from (9), and tak-

ing the values of the elements known by the initial 

conditions, we obtain for n = 1: 

.1

2,5

1

5,4

2

2,4
ccc    (10) 

Graphical interpretation of the proof of  

Lemma 3 on the example of calculating the element 

of the resulting matrix [p2
4,2] is shown in Fig. 5.  

To determine the value of element [c2
4,2] from 

(2), multiply the elements of row 4 and column 2 

and determine the sum. The elements of the 4th row  

 

 
Fig. 5. The scheme of “jumping” of the element [c1

4,5] from the contour of the first  

multiplier to the first column [c2
4,2] = 1 as a result of multiplication of matrices  

Source: compiled by the authors 
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and the 2nd column and the result of multiplication 

are highlighted in Fig. 5. They are in accordance 
with () will give the values: [c2

4,2] = [c1
4,5] x [c1

5,2] = 1. 

Since the second factor does not change and 

always [c1
r,k] = 1, in the general case for all columns, 

the elements representing the linear part of the ori-

ented graph, in the case of ascent to the next steps 

will jump from the penultimate column (r -1) to the 

first column to the contour. 

Lemma 4. The connections between the vertices 

of the graph through 1… n arcs reflect the degrees of 

the adjacency matrix from 1 to n, respectively. 

Evidence. As defined in Lemma 2, the elements 

of all columns of the contour, except the last one, the 

adjacency matrices of degree n are shifted in degree 

n + 1 by one column in the direction of the edges of 

the digraph. That is, each n + 1 degree represents the 

connections from the i-th to the n + 1 vertex of the 

graph. Thus, the connections obtained on the basis 

of the 2nd degree of the adjacency matrix reflect the 

connections in the graph through one transit vertex 

(dotted line, Fig. 6). 

 

Fig. 6. Mapping of relations in the adjacency  

matrix of the 2nd degree through one transit 

vertex of the graph 
                     Source: compiled by the authors 

As can be seen, the new connections connect 

those vertices that were connected by two arcs in the 

initial matrix (Fig. 5, Fig. 6 and Fig. 7). These con-

clusions are also true for the 3rd degree of the adja-

cency matrix, with the difference that the detected 

connections already pass through three arcs and two 

transit vertices of the graph (Fig. 6 and Fig. 7). 

 
Fig. 7.  Mapping of connections in the 

adjacency matrix of the 2nd degree through one 

transit vertex of the graph: adjacency matrix of the 

2nd degree  
Source: compiled by the authors 

As can be seen from Fig. 8, there is a certain 

pattern in the change of connections that are charac-

teristic of different degrees of the adjacency matrix.  

The elements of the adjacency matrix move 

from right to left (in the direction of the arc of the 

digraph). At the same time, the penultimate elements 

of the cycle pass a specific path (with skipping). 

These properties of the degrees of adjacency matri-

ces allow us to hypothesize the possibility of calcu-

lating the contours in an oriented graph. 

Let's develop a method of defining contours in 

a digraph. Assume that the Boolean sum of adjacen-

cy matrices of degrees 1 to m is a reachability matrix 

that forms a graph of all circuit paths, including a 

closed loop. 

Evidence. We use the conclusions of Lemma 4. 

To obtain the matrix Rn of all paths of the oriented 

graph or the matrix of reach, we form a Boolean sum 

of all degrees of the adjacency matrix presented in 

Fig.8. The elements [rij] of the reach matrix are deter-

mined using disjunction or conjunction operations.  

The reachability matrix of the first rank R(1) is 

identical to the adjacency matrix C1 of the first degree: 

],[][ 1)1(

ijij
cr   i, j  {1, 2, …, m}.  (11) 

The reach matrices of the following ranks R(n) 

for values n> 1 are determined using the reach ma-

trices of ranks (n - 1) and adjacency matrices of the 

corresponding degrees. 

The reachability matrix Rn contains all connections 

from top i to j through n arcs of the graph. 

As the degrees n of the adjacency matrices in-

crease, the reachability matrix Rn becomes filled with 

units due to the validity of Lemma 2. The submatrix 

filled with units shows that all its vertices have a con-

nection in the direction of the arcs of the graph. And 

this is a description of all possible paths in the digraph 

in the direction of the arcs of the graph. In some lines, 

the elements of the main diagonal (MD) of the reacha-

bility matrix have the value [rii] = 1, which is a sign 

that this line contains a description of part of the path 

in the digraph in the direction of oriented arcs from the 

element i → i. The presence of such a path from the 

element and to and is possible in the cycle of the ori-

ented graph. It should also be noted that some elements 

of the line i, in which there is a connection i → i, are 

not included in the closed loop, because the direction 

of the arcs of the graph from the vertex and there is a 

path to the final vertices of the graph, for example for f 

and g (Fig. 2). 
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Fig. 8. Offset of elements of the adjacency matrix in degrees from n = 1 to n = 6:  

a – n = 1; b – n = 2; c – n = 3; d – n = 4; e – n = 5; f – n = 6  
Source: compiled by the authors 

 

 
Fig. 9. Reachability matrix Rn for different n:  

a – n = 1; b – n = 2; c – n = 3; d – n = 4; e – n = 5; f – n = 6 
Source: compiled by the authors 

 

To determine all subsystems that exist in the 

graph and are included in the circuit, we perform the 

change of directions to the inverse of all arcs of the 

graph by transposing the reachability matrix  

Rn → (Rn)T followed by superposition W = R∩RT. 

The elements of the superposition matrix W = R∩RT 

are formed using the operations of disjunction (logi-

cal “OR”) or conjunction (logical “AND”). 

The nonzero elements of the MD of the matrix 

W point to the line containing all the paths of the 

circuit. Selected contours, in which all elements are 

related to all other elements, form the basis of the 

ergodic subset of the oriented graph. Not only the 

final result of the superposition matrix Wn is in-

formative, but also the results that show the for-

mation of closed loops. 

Perform transposition of the reachability matrix 

R6 → (R6)T, which is shown in Fig. 9, followed by 

superposition W6 = R6 (R6)T: 

As can be seen from the results of superposition 

(Fig. 10), the developed method allows determining 

the presence of a closed loop in an oriented graph, 

which includes the following vertices connected by 

connections: b → c → d → e → b. 

CONCLUSIONS 

In conditions of incomplete certainty of the 

processes taking place in educational systems, to 

assess their quantitative parameters, it is convenient 

to use graphical probabilistic models presented as a 

graph, the vertices of which reflect random varia-

bles, and the edges show the relationship between 
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Fig. 10. The superposition matrix W6 = R6∩(R6)T, which is obtained on the basis of the  

reachability matrix R6 of example on Fig. 9 
Source: compiled by the authors 

 

them. To solve the problem of analysis of structural 

schemes of complex technical systems, which in-

clude education systems, it is proposed to use the 

analytical method of determining closed cycles in 

complex control systems. The technique is based on 

the use of specific properties of adjacency matrices. 

It is shown that the degrees of the adjacency matrix 

follow the general structure of the oriented graph 

with certain regularities of mapping the arcs of the 

graph. This allows creating a matrix of reach of the 

studied topological structure with the selection of 

contours in an oriented graph. A method for identi-

fying cycles in graphs based on the formation of the 

Boolean sum of degrees of the reachability matrix 

with its subsequent transposition and superposition 

has been developed, which allows obtaining a map-

ping of a contour in a graph in the form of a square 

submatrix filled with “1”. Using the proposed ana-

lytical method, the resulting matrix of reachability 

Rn is obtained, which contains all connections from 

the vertex i to the vertex j through n arcs of the ori-

ented graph. Based on it, it becomes possible to de-

termine the presence of closed contours in an orient-

ed graph and speak about the ergodicity of the sys-

tem under consideration. This means that a transition 

from any state Si to any state Sj is possible in a finite 

number of steps.  

The proposed method for the analytical deter-

mination of closed loops will allow further paramet-

ric exploration of the system, adjusting the model to 

display the properties of a particular educational sys-

tem, and analyzing the behavior of the system for 

various initial data. 

 

REFERENCES 

1. Gogunskii, V., Kolesnikov, O., Kolesnikova, K. & Lukianov, D. “Lifelong learning” is a new para-

digm of personnel training in enterprises”. Eastern-European Journal of Enterprise Technologies. 

2016; 4(2(82)): 4–10. DOI: https://doi.org/10.15587/1729-4061.2016.74905. 

2. Rivera, A. & Kashiwagi, J. “Identifying the state of the project management profession”. Procedia 

Engineering. 2016; 145: 1386–1393. DOI: https://doi.org/10.1016/j.proeng.2016.04.204. 

3. Lukyanov, D. V. “Use creative thinking techniques in the development of project management in 

university teaching”. Project Management in Conditions of Transitive Economy: Proc. of IV Intern. Sc. and 

Practical. Conf. Graduate Students and Researchers. 2013; 2: 138–141. 

4. Biloshchytskyi, A., Biloshchytska, S., Kuchansky, A., Bielova, O. & Andrashko, Y. “Infocommu-

nication system of scientific activity management on the basis of project-vector methodology”. In 2018 14th 

International Conference on Advanced Trends in Radioelecrtronics, Telecommunications and Computer En-

gineering (TCSET). 2018. p. 200. DOI: https://doi.org/10.1109/TCSET.2018.8336186. 

5. Bykov, V. Yu. “Models of organizational systems of open education”. Monograph. Publ.H. Attica. 

Kyiv: Ukraine. 2008. 684 p. ISBN 978-966-326-317-5. 

6. Iryna Kushnir. “The development of a system of study credits in Ukraine: the case of policy layer-

ing in the Bologna Process”. European Journal of Higher Education. 2017; Vol.7 Issue 2: 188–202. 

7. Sherstiuk, O., Kolesnikov, O., Gogunskii, V. & Kolesnikova, K. “Developing the adaptive 

knowledge management in context of engineering company project activities”. International Journal of 

Computing. 2020; 19(4): 590–598. DOI: https://doi.org/10.47839/ijc.19.4.1993. 

8. Wu, C. & Nikulshin, V. “Method of thermo economical optimization of energy intensive systems 

with linear structure on graphs”. International Journal of Energy Research. 2000; 24(7): 615–623. 

9. Bondarenko, M. F., Belous, N.V. & Rutkas A.G. “Discrete mathematics” (in Russian). SMIT Com-

pany. Kharkov: Ukraine. 2004.  480 p 

http://dx.doi.org/10.1016/j.proeng.2016.04.204
https://www.tandfonline.com/doi/abs/10.1080/21568235.2016.1262781
https://www.tandfonline.com/doi/abs/10.1080/21568235.2016.1262781


Herald of Advanced Information Technology                           2022; Vol. 5  No.1: 5261 

60 Information Technology in Socio-Economic,  

Organizational and Technical Systems 
ISSN 2663-0176 (Print) 

ISSN 2663-7731 (Online)   
 

10. Kafarov, V. V., Perov, V. L. & Meshalkin, V. P. “Principles of mathematical modelling of chemi-

caltechnological systems” (in Russian). Chemistry. Moscow: Russian Federation. 1974. 344 p.  

11. Durand, G., Belacel, N. & LaPlante, F. “Graph theory based model for learning path recommenda-

tion”. Information Sciences. 2013; 251: 10–21. DOI: https://doi.org/10.1016/j.ins.2013.04.017.  

12. Olekh, H. S, Prokopovych, I. V., Olekh, T. M. & Kolesnikova, K. V. “Elaboration of a Markov 

model of project success”. Applied Aspects of Information Technology. Publ. Nauka i  Tekhnika. Odessa: 

Ukraine. 2020; Vol.3 No.3: 191–202. DOI: https://doi.org/10.15276/aait.03.2020.7. 

13. Akimov, O. E “Hamilton's problem on dodecahedron chains” (in Russian).  Discrete Mathematics. 

Logic, Groups, Graphs, Fractals.  2005.  656 p.  

14. Gogunskii, V., Kolesnikov, O., Oborska, G., Moskaliuk, A., Kolesnikova, K., Harelik, S. & 

Lukianov, D. “Representation of project systems using the Markov chain”. Eastern-European Journal of 

Enterprise Technologies. 2017; Vol.2 Issue (3(86): 60–65. DOI: https://doi.org/10.15587/1729-

4061.2017.97883 

15. Sherstiuk, O., Kolesnikov, O.  &  Lukianov, D. “Team behavior model as a tool for determining the 

project development trajectory”. 2019 IEEE International Conference on Advanced Trends in Information 

Theory (ATIT). 2019. p. 496–500. DOI: https://doi.org/10.1109/ATIT49449.2019.9030497. 

16. Kolomiiets, A. & Morozov, V. “Investigation of optimization moles in decisions making on integra-

tion of innovative projects”. Advances in Intelligent Systems and Computing (AISC). 2021; Issue 1246:  51–

64. DOI: https://doi.org/10.1007/978-3-030-54215-3_4. 

17. Olexii Kolesnikov, E., Dmytro V. Lukianov, Kateryna V. Kolesnikova & Olga I. Sherstyuk. “Pro-

ject manager job description as one of project management key success factor”. Herald of Advanced Infor-

mation Technology. Publ. Nauka i Tekhnika. Odessa: Ukraine. 2019; Vol. 2 No.3:  215–228. DOI: 

https://doi.org/10.15276/hait.03.2019.5. 

18. Kolesnikova, K., Mezentseva, O., Kolesnikov, O. & Bronin, S. “Development of a state structure 

model for a project-oriented organization”. In: Kumar, S., Purohit, S.D., Hiranwal, S., Prasad, M. (eds) Pro-

ceedings of International Conference on Communication and Computational Technologies. Algorithms for 

Intelligent Systems. Publ. Springer. Singapore:  2021. p. 867–881. DOI: https://doi.org/10.1007/978-981-16-

3246-4_66. 

19. Olekh, T. M. “Value profiling in projects based on indicators 5 “E” and 2 “A”” (in Russian).  Com-

puter Science: Education, Science, Practice: Intern. Science and Technology Conf. 2012. p. 104–107.  

20. Olekh, T. M. “Matrix diagram and the “strong connection” values of indicators in projects”. Elec-

trical and Computer Systems. 2012; Vol. 7 Issue 8: 148–153. 

21. Qureshi, S. M. & Kang, C. “Analysing the organizational factors of project complexity using struc-

tural equation modelling”. International Journal of Project Management. 2015; Vol. 33 Issue 1: 165–176. 

DOI: https://doi.org/10.1016/j.ijproman.2014.04.006. 

22. Mezentseva, O., Kolesnikov, O. & Kolesnikova, K. “Development of a Markov model of changes 

in patients' health conditions in medical projects”. CEUR Workshop Proceedings. 2020; 2753: 240–251 

23. Stanovska, І., Lukyanov, D. & Kostina, M. “Support for adoption of immediate anti-crisis solutions 

in the management of organization and technical systems”. Proceedings of Odessa Polytechnic University. 

2020; No. 1(60): 128–141. DOI: https://doi.org/10.15276/opu.1.60.2020.13 

Conflicts of Interest: the authors declare no conflict of interest 

Received             10.01.2021 

Received after revision        04.03.2021                               

Accepted             14.03. 2021 

DOI: https://doi.org/10.15276/hait.05.2022.5 

УДК 62-52  

Дослідження властивостей структурних моделей  

елементів освітнього середовища 
 

Віктор Дмитрович Гогунський1) 

ORCID: https://orcid.org/0000-0002-9115-2346; vgog@i.ua. Scopus Author ID: 57194244349 
Катерина Вікторівна Колеснікова2) 

ORCID: http://orcid.org/0000-0002-9160-59823; amberk4@gmail.com. Scopus Author ID: 57188623059 

https://www.scopus.com/authid/detail.uri?authorId=57200182743
https://www.scopus.com/authid/detail.uri?authorId=57200186044
https://www.scopus.com/authid/detail.uri?authorId=57200182743#disabled
https://doi.org/10.1007/978-3-030-54215-3_4
../../../Downloads/Vol.%2033%20Issue%201
https://doi.org/10.1016/j.ijproman.2014.04.006
https://www.scopus.com/authid/detail.uri?authorId=57210290327
https://www.scopus.com/authid/detail.uri?authorId=57192559239
https://www.scopus.com/authid/detail.uri?authorId=57188623059
https://doi.org/
https://www.scopus.com/redirect.uri?url=https://orcid.org/0000-0002-9115-2346&authorId=57194244349&origin=AuthorProfile&orcId=0000-0002-9115-2346&category=orcidLink%22


Herald of Advanced Information Technology                           2022; Vol. 5  No.1: 5261 

ISSN 2663-0176 (Print)    

ISSN 2663-7731 (Online) 

Information Technology in Socio-Economic,  

Organizational and Technical Systems 
61   

 

Олексій Євгенович Колесніков3) 

ORCID: http://orcid.org/0000-0003-2366-1920; akoles78@gmail.com. Scopus Author ID: 57192559239 

Джанет Обенева Дансо4) 

ORCID: https://orcid.org/ 0000-0002-8707-2298; dansojenny@gmail.com 
1) Одеський національний політехнічний університет, пр. Шевченка, 1. Одеса, 65044, Україна 

2) АТ «Міжнародний університет інформаційних технологій», вул. Манаса 34/1. Алмати, Казахстан 
3) Edge Apps, пр-т Туран 46/2. Нур-Султан, Казахстан 

4) Київський національний університет імені Тараса Шевченка, вул. Володимирська, 60. Київ, 01033, Україна 

 

АНОТАЦІЯ 
Широке застосування математичного моделювання часто стримується недостатнім рівнем технологічної зрілості і від-

сутністю теоретичних засад щодо обґрунтування ефективності різних класів моделей. Одним із напрямків поліпшення сис-

тем управління освітніми проектами є розв’язання проблем моделювання структури та траєкторії зміни параметрів системи 

при управлінні освітою, як складною слабо структурованою організаційно-технічною системою. Для вирішення задачі ана-

лізу структурних схем складних технічних систем, до яких належать і системи освіти, запропоновано використовувати ана-

літичний метод визначення замкнених циклів в складних системах управління. Методика заснована на використанні специ-

фічних властивостей матриць суміжності. Показано, що степені матриці суміжності наслідують загальну структуру орієнто-

ваного графу з певними закономірностями відображення дуг графу. Це дозволяє створювати матрицю досяжності досліджу-

ваної топологічної структури з виділенням контурів в орієнтованому графі. Розроблено методику ідентифікації циклів у 

графах на основі формування булевої суми ступенів матриці досяжності з подальшим її транспонуванням і суперпозицією, 

що дозволяє отримати відображення контуру в графі у формі квадратної підматриці, заповненої одиницями. 

Ключові слова складні системи; орієнтований граф; матриця суперпозиції; матриця суміжності; аналітичний розра-
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