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ABSTRACT  

The systems for studying public sentiment in web platforms are analyzed. Various tools and methods for effectively 

determining the mood in textual data from web platforms are described, including the formalization of the social graph and the 
content graph. The process of classifying comments, which includes the systematization and categorization of statements, is 

investigated. Based on the studied dataset, information on customer reviews and hotel ratings in Europe from the booking.com web 
platform is selected. Taking into account the requirements of the information system and the results of the analysis, it is determined 

that in order to obtain better results in determining the emotional connotation of the texts of reviews and messages from users, the 

most appropriate is the use of machine learning methods, taking into account natural language methods for processing text data. 
When choosing a text vectorization method for machine learning, the Term Frequency Inverse Document Frequency Vectorizer was 

chosen as the most effective among the studied methods. The architectural structure of the studied system is proposed, which is 
aimed at effective interaction between components and modules. The LogisticRegression model is chosen to determine the public 

mood. An information system has been developed that analyzes public sentiment about objects, uses advanced machine learning 

technologies to assess the emotional connotation of text comments, and provides users with insights and analysis of the results. 
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INTRODUCTION 

Due to the rapid development of information 

technology and the increasing use of web-based 

platforms for communication and expression of 

opinions, it is becoming increasingly important to 

analyze public opinion in the digital space [1, 2], [3]. 
The media, business and academic community are 

showing considerable interest in collecting and 

processing information that reflects the attitudes of 

citizens towards various aspects of public life. 

In this period of digital transformation, web 
platforms are turning into more than just platforms 

for interaction and information exchange, but also 

into a powerful tool for studying the collective 

consciousness and mood of society. 
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The growing influence of these networks is 
giving rise to a new era, where an important task is 

to develop effective tools for analyzing and 

determining public sentiment [4, 5]. This is 

becoming a key task for various fields, including 

marketing, politics, and social sciences. 
Modern web platforms have become an 

unlimited source of data that reflects public 

sentiment and opinions. Users express their 

opinions, impressions and reactions to various 

events, discuss trends and common interests. In this 
context, public sentiment analysis plays a key role in 

understanding the needs, preferences, and reactions 

of consumers [6, 7]. 

The increase in the number of users on web 

platforms leads to the exploitation of information 

circulating in this virtual space. The need for 
efficient and automated analysis of this data flow is  
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clearly evident, as it is the key to identifying trends, 

demand, and public reaction. In this context, the 

development of an information system for analyzing 

public sentiment becomes key, given its potential 

impact on marketing, politics, public opinion 
research, and many others. It should also be noted 

that business and marketing companies are actively 

using various web platforms to make strategic 

decisions. Therefore, public opinion analysis allows 

forecasting market trends, evaluating the 

effectiveness of advertising campaigns, and adapting 
products to consumer needs [8]. 

In the field of scientific research, public 

sentiment analysis is becoming a key tool for 

studying the social and psychological aspects of 

human behavior. In this context, the use of advanced 
information technology methods, such as text 

classification and sentiment analysis, not only opens 

up new opportunities for understanding public 

reactions to events, products, or ideas, but also 

becomes a key to improving modern approaches to 

analyzing web platforms. 
The relevance of this paper lies in the need to 

improve the analysis of public sentiment using 

information technology and machine learning 

methods. Modern web platforms not only serve as 

platforms for communication, but also reflect the 
general response and mood of society. With the 

ever-increasing flow of information in these 

networks, it is important to develop tools for 

accurate and automated data analysis. The amount of 

information on web platforms exceeds the 

capabilities of manual processing, so there is a need 
to develop an information system aimed at efficient 

and automated analysis of public sentiment. The 

development of an information system for this 

purpose is an important step in improving the tools 

for analyzing data from web platforms. 

ANALYSIS OF LITERARY DATA AND 

PROBLEM DEFINITION 

Public opinion analysis systems on web-based 

platforms can differ in terms of various features and 

functionality. 

Below are a few key features that can 
distinguish between such systems: 

1. Methods of analysis: 

1.1. Text analysis: some systems focus on 

analyzing textual information, taking into account 

the tone, mood and emotions in texts. 
1.2. Visual analysis: Others may use the 

analysis of visual content, such as photos or videos, 

to determine sentiment. 

2. Data sources: 

2.1. Various web platforms: Some systems 

analyze data from various web platforms such as 

Twitter, Facebook, Instagram, YouTube, etc. 

2.2. Specialization on a specific network: 
Others may specialize in certain web platforms, 

taking into account their unique features. 

3. The scale of the system: 

3.1. Local analysis: Some systems are limited to 

analyzing data within a specific topic area or local 

context. 
3.2. Global analysis: Others may focus on 

global analysis of public sentiment, taking into 

account global trends and events. 

4. Use of machine learning technologies: 

4.1 Basic methods: some systems may use basic 
analysis methods such as rules and keywords. 

4.2. Advanced methods: Others may implement 

advanced machine learning methods to improve the 

accuracy and efficiency of the analysis. 

5. Applying: 

5.1. Business intelligence: Some systems may 
be focused on business intelligence applications to 

determine consumer reactions to products or 

services. 

5.2. Academic research: Others may be used in 

academic research to study social phenomena and 
trends. 

Each of these features determines the accuracy 

and effectiveness of the public opinion analysis 

system in web platforms. 

Each of the various web platforms can be 

viewed as a tuple consisting of two sets: a set of 
users and a set of content [9].  

The social graph of users is a multigraph, which 

means that the relationship between users can be 

multidimensional and contain additional structural 

data: 

,   (1) 

where  are vectors;  are types of relations in 

the network; is actor profile, which is an 

organizational or group social unit. 

Examples of actors include individuals in a 

group, departments in a corporation, government 
agencies in a city, or countries in the world. In the 

case when all actors belong to the same type, for 

example, people in a group, they form a 

homogeneous network. ;  – parameters 

of the corresponding relationship . 
The network content graph can be represented 

in a similar way: 

,  (2) 
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where  is an aggregate of various content in the 

network;  are interaction between content 

elements;  is content parameters ;  are 

characteristics of the corresponding connection 

within the content . 

The result  is a representation of the 

relationship between actors and content 

              ,   (3) 

where  are elements of interaction of network 

actors in relation to the content;  are 
characteristics of the relationship of the relevant 

elements . 

The process of classifying comments on web 

platforms involves systematizing and dividing 

statements into different categories or classes 
according to specific parameters or characteristics. 

This method is aimed at improving the analysis of 

extensive interaction on web platforms and allows to 

effectively solve the problems of filtering unwanted 

or aggressive statements, identifying thematic and 

emotional shades, etc. 
The classification can be based on various 

criteria, such as the tone of statements (positive, 

negative, neutral), topics (sports, politics, 

entertainment, etc.), the level of aggression, 

spamming, and features of language analysis 
(sentiment analysis, keyword detection) [12, 13]. 

Interaction between network members and 

content can be analyzed by determining the 

authorship of posts and comments. Posts can be in 

the form of text, images, audio or video and are 

intended to inform network members about a 
particular event or phenomenon (Fig. 1). Comments 

represent the attitudes of actors to messages 

recorded in a certain format. 

Classifying comments helps to improve the 

security and usability of web platforms and allows 

users to interact more effectively and receive content 

that meets their interests and standards. 
The analysis of web platforms on the Internet is 

often based on the “egocentric graph”, which is the 

simplest method. In this graph, the vertices represent 

the “Ego” and its closest neighbors. Although this 

approach does not reflect all the characteristics of 

the network, it can be used to study social roles in 
the group [14, 15]. Analyzing the network topology 

can help identify patterns, but for a deeper 

understanding of the network, you need to take into 

account characteristics such as centrality, density, 

average number of paths through an actor, level of 
structural equivalence, and others. 

In some cases, statistical characteristics such as 

variance, centrality, and histograms of the 

distribution of node degrees are also important. 

Patterns of interconnections in a “self-centered 

network” can reflect the position, social or 
professional activities of an actor [16]. For example, 

managers and administrators may share a “bridge” 

pattern that connects subgroups in an organization. 

To describe development teams, the “onion” 

template may be suitable, where a dense core is 
surrounded by layers from other structural units. 

Each social role defines its own structure in the 

network, which allows it to be categorized by the 

nature and structure of its connections. This can be 

useful for identifying potentially useful users or 

identifying “provocateurs,” spammers, “bots,” and 
“flooders,” and separating them from other actors. 

 

Fig. 1. Classification of comments in web platforms 
Source: compiled by the authors 
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More complex studies are conducted on the 

basis of a full-scale network graph. The study of 

popular online web platforms such as Flickr, 

YouTube, LiveJournal, Orkut, and Facebook 

confirms their scale-free nature [15]. This means 
that the network has a power law distribution of 

connections between actors. In other 

words, most actors have a similar number of 

connections, and the share of actors with an 

excessively large number of connections is rare. 

Thus, an online network can be represented as a 
structure with hierarchically connected nodes, 

similar to computer networks [16, 17[, [18]. 

Scale-free networks are highly stable against 

random element failures. At the same time, they are 

sensitive to targeted attacks – the exclusion of 
elements with the largest number of connections can 

lead to a loss of component connectivity [19, 20]. To 

split a web platform into small components, it is 

enough to remove about 1-10 % of the elements with 

the highest vertex degree. These properties are 

important in the analysis of web platforms, as the 
development of the theory of resilience and 

vulnerability is directly related to the analysis of 

information flow. Communication between nodes is 

assumed to be mainly through concentrators - actors 

with the largest number of connections. Controlling 
hubs is almost identical to controlling the entire 

network, while controlling a large number of 

individual actors is usually not justified. 

To provide reliable estimates of the 

characteristics of web platforms, a full-scale graph 

must be taken into account. The methods for 
obtaining appropriate data samples are relatively 

simple, and the process is easy to parallelize. 

However, the samples themselves may not justify 

the material and computational costs required to 

obtain them. Therefore, for many researchers, 
obtaining, let alone analyzing, a complete network 

may seem impossible. 

To adequately assess the characteristics of the 

network, it is sufficient to obtain a representative 

sample that has the same characteristics as the full 

network. Such a network can be created by 
randomly selecting a subset of actors. To ensure the 

uniformity of the samples, there are various 

methods, among which the most famous are [21, 

22], [23]: walkover in width; random walkover; 

reweighted random walkover; random walkover of 
Metropolis-Hastings. 

In general, the width and random walk methods 

can provide the required amount of data, but the 

sample obtained by these methods is far from 

uniform and has biased characteristics. In particular, 

Metropolis-Hastings and re-weighted random walks 

allow you to get indicators that are close to a 

uniform sample with unbiased characteristics. To 

find statistically unbiased network characteristics, it 
is recommended to consider a subgraph of about 3-

10 thousand actors. 

To analyze and display data collected from the 

web platform, it is necessary to use specialized 

software such as UCINET, Pajek, Gephi, ORA, 

NetMiner, StOCNET, MultiNet, GUESS, as well as 
NodeXL applications and libraries igraph (R, 

Python, C), libSNA, NetworkX (Python), SNA (R), 

SNAP (Gauss), SNAP (C++) [15]. To process and 

store user profile data, it is structured by extracting 

features and attributes from the account web page. It 
is also important to identify a list of keywords and 

normalize them using approaches such as the bag of 

words model and stemming [15, 24],[25]. 

In the bag-of-words model, the text is 

represented as an unordered set of words, without 

regard to grammar or word order. To obtain 
information from the user's profile, it is necessary to 

perform stemming to find the basis of each word. 

One of the most popular and effective stemming 

algorithms is Porter's stemmer, which includes 

prefix and suffix extraction.  
However, this method has its drawbacks:  

1) in Ukrainian and Russian, where vowels and 

consonants alternate, the word is often truncated to a 

too short base;  

2) the method is sensitive to spelling errors;  

3) the set of word-forming parts is different for 
different languages and their word-forming rules 

[26, 27], [28]. 

An alternative to stemming is fuzzy word 

retrieval, which is based on using the Levenshtein 

metric to find words in a dictionary. This metric is 
defined by the minimum number of corrections 

required to transform a word into a word from the 

dictionary. The advantages of this method are error 

tolerance, language independence, and the ability to 

compare word similarity in steps. The conceptual 

approach to this information technology for 
analyzing web platforms is discussed in [9, 10], [15]. 

On web platforms, you can conduct various 

surveys and questionnaires with subsequent analysis 

using sociometric methods. The information 

received from users from the web platform contains 
various types of uncertainties due to various “non-

factors”. To take into account the uncertainties of the 

initial information for analyzing the web platform, it 

is proposed to use fuzzy logic in [12, 13], [29, 30]. 
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THE PURPOSE AND OBJECTIVES 

OF THE RESEARCH 

The main goal of this study is to develop an 

information system for analyzing public sentiment in 

web platforms using data mining methods. 

Main objectives of the research: 

1. Selection and application of machine 

learning methods for text analysis: evaluation of 

different machine learning methods, such as Logistic 

Regression, to determine their effectiveness in 

identifying public sentiment from text data on web 
platforms. 

2. Development and optimization of text 

processing algorithms: creation of text processing 

algorithms that will help determine the emotional 

connotation of comments and messages from web 
platforms using natural language methods. 

3. Development of an information system for 

analyzing public sentiment on web platforms: 

creation of a software system that can analyze texts, 

comments and reviews on a web platform to identify 

emotional tone and public sentiment. 
4. Validation and testing of the developed 

information system: validation and testing of the 

developed system on real data to confirm its 

effectiveness and accuracy in determining public 

sentiment on web platforms. 

MATERIALS AND RESEARCH METHODS 

The study analyzes various tools and methods 

for effectively determining sentiment in text data 

from web platforms. The main goal of this study is 

to select the optimal model for further use in a 
service for analyzing public sentiment. 

For the successful functioning of a machine 

learning model, it is important to clearly define the 

characteristics of the input data. In our case, the 

input data is represented by texts from the web 

platform (Fig. 2), such as reviews, comments, and 
messages. In addition to textual data, we consider 

the possibility of using additional parameters, such 

as time of publication, number of likes, reposts, etc. 

This allows for a more comprehensive analysis of 

public sentiment and provides more accurate results. 
The dataset under study contains information 

on 515,000 customer reviews and ratings of 1493 

hotels across Europe, collected from the 

Booking.com platform. The csv file includes 17 

fields, including the key ones: date of the comment, 

hotel name, positive and negative reviews, and the 
text of the comment.  

Taking into account the requirements of the 

information system and the results of the analysis, it 

was determined that in order to obtain better results 

in determining emotional connotation of texts 

 

 
Fig. 2. Samples of raw data from the collection of “515K Hotel Reviews Data in Europe” 

Source: compiled by the authors   
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of reviews and messages from users, the most 

appropriate approach is to use machine learning 

methods. In particular, natural language processing 

(NLP) methods of sentiment analysis have been 

chosen to process textual data and determine 
semantic coloration [9, 10], [12]. 

In choosing the optimal approach to text data 

processing, two natural language methods are taken 

into account to reduce them to their basic form: 

1. Stemming, this involves discarding affixes in 

order to preserve the main root of the word. For 
example, “Running” can be simplified to “run”. 

2. Lemmatization, a more complex process that 

takes into account grammatical rules and reduces 

words to their normal form (lemmas). For example, 

“Better” can be reduced to “good”. 
After a detailed analysis of both methods, it was 

decided to use lemmatization for processing natural 

language words. This choice is justified by the fact 

that lemmatization meets the requirements of the 

task, where accuracy and grammatical correctness 

are important, which perfectly corresponds to to the 
needs of the product. On the other hand, stemming is 

more often used to simplify words to their basic root 

when accuracy is not the main priority. 

When choosing a text vectorization method for 

further use in machine learning, two approaches 
were considered: Word Embedding and TF-IDF 

Vectorizer. 

After analysis and testing, the following results 

of model performance were obtained (Table 1). 

 

Table 1. Comparative results of text vectorization 

methods 
Text 

vectorisation 
method 

Precision Recall F1 score support 

Word 
Embedding 

0.956098 0.859649 0.905312 None 

TF-IDF 

Vectorizer 

0.985294 0.881579 0.930556 None 

Source: compiled by the authors 

 

Even though the Word Embeddings method 
uses a more modern and sophisticated approach. It 

seemed that it could lead to better results. However, 

in fact, TF-IDF Vectorizer proved to be more 

effective. 

The text data was converted into numeric 

vectors using TF-IDF. This vectorization step is key 
because it converts text into a set of numerical 

values that can be used to train models. 

The advantage of TF-IDF Vectorizer is 

explained by several factors:  

1. Consideration of all words: TF-IDF 

Vectorizer takes into account all available words in 

the text, which allows you to extract more 

information from longer documents. Even the extra 

7 % of documents that contain more than 20 words 
represent a significant amount of information. 

2. Less potential data overload: The use of 

Word Embeddings can lead to data overload due to 

the larger vocabulary. However, given that only a 

small percentage of documents are longer than 20 

words, this overload may not be optimal in terms of 
model accuracy. 

3. Less noisy signal: Word Embeddings may 

contain noisier signal compared to TF-IDF 

Vectorizer. Taking into account more hidden 

information can lead to the creation of false patterns 
in the model, which can negatively affect its 

accuracy. 

The structure of the studied system is proposed 

by the architecture, which is aimed at ensuring 

effective interaction between various components 

and modules of the system. Below is a detailed 
overview of each element of the information system 

architecture diagram (Fig. 3). 

The diagram shows the complex structure of the 

information system, which includes various 

components for efficient processing and display of 
data in the context of public opinion analysis.  

Let's consider the main elements and their 

functionality: 

1. Web server is the central element that 

interacts with all other components. It processes 

requests from client browsers, interacts with 
PostgreSQL and Sentiment Analyzer to process and 

send data. 

2. PostgreSQL is a database component that 

stores and interacts with object categories. It 

provides the web server with access to the necessary 
data through the Return View.  

3. Sentiment analyzer (Logistic Regression) – 

used to analyze public sentiment based on text 

comments. The results of the analysis are 

transmitted to the web server for display to the user. 

4. Client browser maps - the client browser 
interacts with the Google Map API, sends requests 

to the server and displays changes on the map 

according to the received data. 

5. Client browser sentiment analysis 

interaction – user interaction with the interface for 
entering text questions, sending them to the server 

for analysis and receiving mood results. 
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Fig. 3. Architecture of information systems 
Source: compiled by the authors

6. Client browser graphs – the client browser 

receives graphs and sentiment charts from the server 

to display to the user. 

7. Google Map API – interacts with the client 

browser to obtain geographic data and create 

modified cartography. Transmits and receives 
geographic data to build customized maps. 

RESEARCH RESULTS 

Accuracy is one of the criteria for evaluating 

classification models. Informally, it represents the 

percentage of predictions that the model identified 

correctly.  

Formally, accuracy is defined as follows:

, 

where  – accuracy;  – the number of correct 

predictions;  – the number of all predictions.  

In the case of binary classification, the accuracy 

can be calculated using the criterion of relative 

positive and negative ratings 

, 

where  is correctly identified positive results, 

 is correctly identified negative results,  

is incorrectly identified positive results,  is 

incorrectly identified negative results. 

The models for determining public sentiment 

are selected and their accuracy is evaluated. Among 

the selected classifiers are DecisionTreeClassifier, 

RandomForestClassifier, SVC, LogisticRegression, 

KNeighborsClassifier, BernoulliNB. After using 

cross-validation for each model, the results on the 

accuracy and errors of their functioning were 

obtained (Table 2). 

Table 2. Conclusions of the results on the 

accuracy and error of the models 

Model Accuracy, % Error rate, % 

DecisionTreeClassifier 97.2903 2.7097 

RandomForestClassifier 97.0301 2.9699 

SVC 95.8301 4.1699 

LogisticRegression 98.0301 1.9699 

KNeighborsClassifier 98.0301 1.9699 

BernoulliNB 94.7999 5.2001 

Source: compiled by the authors 

 

The model error is defined as the percentage of 

incorrectly classified examples out of the total 

number of test data. Among the different models, 

Logistic Regression and KNeighborsClassifier show 

the lowest error. 

An assessment of the accuracy and error of the 

models leads to the following conclusions: 

1. DecisionTreeClassifier showed high 

accuracy, but may be prone to overfitting. 

2. The RandomForestClassifier showed good 

accuracy, but may require significant training 

resources. 

3. SVC model has lower accuracy compared to 

other models. 

4. LogisticRegression is characterized by high 

accuracy and training speed, making it an attractive 

option. 
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5. KNeighborsClassifier demonstrates 

accuracy on par with other models, but can be costly 

in terms of computing resources. 

6. BernoulliNB has slightly lower accuracy 

compared to other models. 
Taking into account the results and 

requirements of the information system for 

determining public opinion, the LogisticRegression 

model was chosen. 

The main advantages of this choice include: 
1. High accuracy: the model demonstrates one 

of the highest accuracies compared to other 

classifiers. 

2. Efficiency: LogisticRegression is 

characterized by high training and prediction speed, 

which is a key aspect for the service. 
3. Reliability: the model works efficiently 

when processing a limited amount of data, which 

makes it practical to use in real-world conditions. 

Therefore, given the above, we can choose 

LogisticRegression for a service for recognizing 
public sentiment. 

SentimentScope is a developed information 

system designed to analyze public sentiment about 

various objects, such as hotels, products, 

personalities (media or political), brands, and other 

popular topics. The system uses advanced machine 
learning technologies to assess the emotional color 

of text comments and provides users with insights 

and analysis of the results. 

User-flow of the SentimentScope information 

system: 

1. The user opens the SentimentScope 

information system in his browser and logs in. After 

successful login, the user gets access to the main 
functionality of the application. On the main page, 

after authorization, the user selects the section of 

interest (for example, hotels, products, personalities, 

brands, etc.). The main page with the section 

selection is shown in Fig. 4. 

2. The user can familiarize himself with the 
most popular objects in the selected section (Fig. 5) 

and analyze their sentiment. If the user has a specific 

object in mind, they can use the search field to find 

it. 

3. After selecting a specific object, the user is 
taken to a page with a detailed analysis (Fig. 6). 

Here, the user receives information on public 

sentiment, statistics, and data visualization in the 

form of graphs. 

DISCUSSION OF THE RESULTS 

The need to analyze public sentiment in the 
digital space is becoming increasingly important, as 

information technology and web platforms are 

becoming key components of modern society. Web 

platforms are turning into unlimited sources of data 

that reflect the collective consciousness and mood of 
the public. The development of an information 

system for effective analysis of this data is 
 

 

Fig. 4. Main page of the information system 
Source: compiled by the authors 
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Fig. 5. Page “Hotels” of the information system 
Source: compiled by the authors 

 

Fig. 6. Sentiment analysis results page for selected hotel 
Source: compiled by the authors 

becoming strategically important, especially in the 

context of influencing the areas of marketing, 

politics and public opinion research. The use of 

advanced information technology methods in 

analyzing web platforms not only opens up new 

opportunities for understanding public reaction, but 

also identifies areas for improving current 

approaches. The growing number of users on web 

platforms leads to the need for automated analysis of 

large amounts of data circulating in the virtual space. 

Public sentiment analytics is becoming key for 

business, marketing, and research, allowing 

predicting trends and adapting strategies to the needs 

of consumers. In a world where the amount of 

information exceeds the capabilities of manual 

analysis, the development of innovative information 

technologies and services for public sentiment 

analysis is becoming an important step in improving 
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tools for working with data from web platforms. 

Such work has great potential for further 

development and use in various industries, 

contributing to the development of scientific 

research, political analysts, marketers and other 

areas of society. 

CONCLUSIONS 

This research is aimed at determining the 

importance of conducting public opinion analysis in 

the digital space due to the rapid development of 

information technology and the expanding use of 

web platforms, which is aimed at developing an 

information system for analyzing public opinion.  

The systems for analyzing public sentiment in 

the web platforms were analyzed and compared by 

various characteristics and functionality. The 

analysis of various tools and methods aimed at 

effectively determining the mood in text data from 

web platforms was carried out. The social graph and 

the network content graph were formalized. The 

relationship between actors and content is modeled. 

The process of classifying comments on web 

platforms is described, which includes the 

systematization and distribution of statements into 

different categories or classes according to specific 

parameters or characteristics. The author analyzes 

specialized software for processing data collected 

from a web platform.  

The data set under study is based on 

information on customer reviews and hotel ratings 

across Europe collected from the Booking.com web 

platform. 

Taking into account the requirements of the 

web service and the results of the analysis, it is 

determined that the use of machine learning methods 

is most appropriate for obtaining better results in 

determining the emotional connotation of texts of 

reviews and messages from users. When choosing 

the optimal approach to text data processing, two 

natural language methods are taken into account to 

reduce them to their basic form: stemming and 

lemmatization. After a detailed analysis of both 

methods, it was decided to use lemmatization to 

process natural language words. This choice is 

justified by the fact that lemmatization meets the 

requirements of the task, where accuracy and 

grammatical correctness are important, which 

perfectly matches the needs of the product. On the 

other hand, stemming is more often used to simplify 

words to their basic root when accuracy is not the 

main priority. 

In choosing a text vectorization method for 

further use in machine learning, two approaches 

were considered: Word Embedding and TF-IDF 

Vectorizer. Both methods showed high F1 accuracy: 

90.5% for Word Embeddings and 93.1% for TF-IDF 

Vectorizer. However, TF-IDF Vectorizer actually 

proved to be more efficient at converting text data 

into numeric vectors. This stage of vectorization is 

key, as it converts text into a set of numerical values 

for further use in model training. 

The structure of the studied system is proposed 

by an architecture aimed at ensuring effective 

interaction between various components and 

modules of the system.  

Models for determining public sentiment were 

selected and their accuracy was evaluated. Among 

the selected classifiers, after using cross-validation 

for each model, the results on the accuracy and 

errors of their functioning are obtained. Taking into 

account the results and requirements for an 

information system for determining public opinion 

in web platforms, the LogisticRegression model was 

chosen. 

An information system has been developed to 

analyze public sentiment about various objects, such 

as hotels, products, personalities (media or political), 

brands, and other relevant topics. Using advanced 

machine learning technologies to evaluate the 

emotional tone of text comments, the system 

provides users with insights and analysis of the 

results.
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АНОТАЦІЯ 

Проведено аналіз систем для вивчення громадського настрою у веб-платформах. Описано різні засоби та методи для 

ефективного визначення настрою у текстових даних з веб-платформ, включаючи формалізацію соціального графу та графу 

контенту. Досліджено процес класифікації коментарів, що включає систематизацію та розподіл висловлювань на категорії. 

На основі дослідженого набору даних відібрана інформація про відгуки від клієнтів та оцінки готелів у Європі з веб-

платформи booking.com. З урахуванням вимог інформаційної системи та результатів аналізу визначено, що для отримання 

кращих результатів у визначенні емоційного відтінку текстів відгуків та повідомлень від користувачів найбільш 

відповідним є застосування методів машинного навчання, враховуючи методи природної мови для обробки текстових 

даних. У виборі методу векторизації тексту для машинного навчання обрано Term Frequency Inverse Document Frequency 

Vectorizer як більш ефективного серед досліджених методів. Запропонована архітектурна структура досліджуваної системи, 

що спрямована на ефективну взаємодію між компонентами та модулями. Обрано модель LogisticRegression для визначення 

громадського настрою. Розроблена інформаційна система, що аналізує громадський настрій щодо об'єктів, використовує 

передові технології машинного навчання для оцінки емоційного відтінку текстових коментарів і забезпечує користувачам 

інсайти та аналіз результатів. 
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	ABSTRACT
	The systems for studying public sentiment in web platforms are analyzed. Various tools and methods for effectively determining the mood in textual data from web platforms are described, including the formalization of the social graph and the content g...
	Keywords: Web platform; information system; public mood; propaganda; disinformation; fake; message; text; data mining; artificial intelligence; machine learning
	For citation: Uhryn D. I., Karachevtsev A. O., Tomka Y. Ya., Zakharov М. М., Troianovska Y. L. “Information system for analyzing public sentiment in web platforms based on machine learning”. Herald of Advanced Information Technology. 2024; Vol. 7 No. ...
	INTRODUCTION
	Due to the rapid development of information technology and the increasing use of web-based platforms for communication and expression of opinions, it is becoming increasingly important to analyze public opinion in the digital space [1, 2], [3]. The me...
	In this period of digital transformation, web platforms are turning into more than just platforms for interaction and information exchange, but also into a powerful tool for studying the collective consciousness and mood of society.
	© Uhryn D, Karachevtsev A., Tomka Y.,
	Zakharov М., Troianovska Y., 2024
	The growing influence of these networks is giving rise to a new era, where an important task is to develop effective tools for analyzing and determining public sentiment [4, 5]. This is becoming a key task for various fields, including marketing, poli...
	Modern web platforms have become an unlimited source of data that reflects public sentiment and opinions. Users express their opinions, impressions and reactions to various events, discuss trends and common interests. In this context, public sentiment...
	The increase in the number of users on web platforms leads to the exploitation of information circulating in this virtual space. The need for efficient and automated analysis of this data flow is
	This is an open access article under the CC BY license (https://creativecommons.org/licenses/by/4.0/deed.uk)
	clearly evident, as it is the key to identifying trends, demand, and public reaction. In this context, the development of an information system for analyzing public sentiment becomes key, given its potential impact on marketing, politics, public opini...
	In the field of scientific research, public sentiment analysis is becoming a key tool for studying the social and psychological aspects of human behavior. In this context, the use of advanced information technology methods, such as text classification...
	The relevance of this paper lies in the need to improve the analysis of public sentiment using information technology and machine learning methods. Modern web platforms not only serve as platforms for communication, but also reflect the general respon...
	ANALYSIS OF LITERARY DATA AND PROBLEM DEFINITION
	Public opinion analysis systems on web-based platforms can differ in terms of various features and functionality.
	Below are a few key features that can distinguish between such systems:
	1. Methods of analysis:
	1.1. Text analysis: some systems focus on analyzing textual information, taking into account the tone, mood and emotions in texts.
	1.2. Visual analysis: Others may use the analysis of visual content, such as photos or videos, to determine sentiment.
	2. Data sources:
	2.1. Various web platforms: Some systems analyze data from various web platforms such as Twitter, Facebook, Instagram, YouTube, etc.
	2.2. Specialization on a specific network: Others may specialize in certain web platforms, taking into account their unique features.
	3. The scale of the system:
	3.1. Local analysis: Some systems are limited to analyzing data within a specific topic area or local context.
	3.2. Global analysis: Others may focus on global analysis of public sentiment, taking into account global trends and events.
	4. Use of machine learning technologies:
	4.1 Basic methods: some systems may use basic analysis methods such as rules and keywords.
	4.2. Advanced methods: Others may implement advanced machine learning methods to improve the accuracy and efficiency of the analysis.
	5. Applying:
	5.1. Business intelligence: Some systems may be focused on business intelligence applications to determine consumer reactions to products or services.
	5.2. Academic research: Others may be used in academic research to study social phenomena and trends.
	Each of these features determines the accuracy and effectiveness of the public opinion analysis system in web platforms.
	Each of the various web platforms can be viewed as a tuple consisting of two sets: a set of users and a set of content [9].
	The social graph of users is a multigraph, which means that the relationship between users can be multidimensional and contain additional structural data:
	,   (1)
	where  are vectors;  are types of relations in the network; is actor profile, which is an organizational or group social unit.
	Examples of actors include individuals in a group, departments in a corporation, government agencies in a city, or countries in the world. In the case when all actors belong to the same type, for example, people in a group, they form a homogeneous net...
	The network content graph can be represented in a similar way:
	,  (2)
	where  is an aggregate of various content in the network;  are interaction between content elements;  is content parameters ;  are characteristics of the corresponding connection within the content .
	The result is a representation of the relationship between actors and content
	,   (3)
	where  are elements of interaction of network actors in relation to the content;  are characteristics of the relationship of the relevant elements .
	The process of classifying comments on web platforms involves systematizing and dividing statements into different categories or classes according to specific parameters or characteristics. This method is aimed at improving the analysis of extensive i...
	The classification can be based on various criteria, such as the tone of statements (positive, negative, neutral), topics (sports, politics, entertainment, etc.), the level of aggression, spamming, and features of language analysis (sentiment analysis...
	Interaction between network members and content can be analyzed by determining the authorship of posts and comments. Posts can be in the form of text, images, audio or video and are intended to inform network members about a particular event or phenom...
	Classifying comments helps to improve the security and usability of web platforms and allows users to interact more effectively and receive content that meets their interests and standards.
	The analysis of web platforms on the Internet is often based on the “egocentric graph”, which is the simplest method. In this graph, the vertices represent the “Ego” and its closest neighbors. Although this approach does not reflect all the characteri...
	In some cases, statistical characteristics such as variance, centrality, and histograms of the distribution of node degrees are also important. Patterns of interconnections in a “self-centered network” can reflect the position, social or professional ...
	To describe development teams, the “onion” template may be suitable, where a dense core is surrounded by layers from other structural units. Each social role defines its own structure in the network, which allows it to be categorized by the nature and...
	Fig. 1. Classification of comments in web platforms
	Source: compiled by the authors
	More complex studies are conducted on the basis of a full-scale network graph. The study of popular online web platforms such as Flickr, YouTube, LiveJournal, Orkut, and Facebook confirms their scale-free nature [15]. This means that the network has a...
	Scale-free networks are highly stable against random element failures. At the same time, they are sensitive to targeted attacks – the exclusion of elements with the largest number of connections can lead to a loss of component connectivity [19, 20]. T...
	To provide reliable estimates of the characteristics of web platforms, a full-scale graph must be taken into account. The methods for obtaining appropriate data samples are relatively simple, and the process is easy to parallelize. However, the sample...
	To adequately assess the characteristics of the network, it is sufficient to obtain a representative sample that has the same characteristics as the full network. Such a network can be created by randomly selecting a subset of actors. To ensure the un...
	In general, the width and random walk methods can provide the required amount of data, but the sample obtained by these methods is far from uniform and has biased characteristics. In particular, Metropolis-Hastings and re-weighted random walks allow y...
	To analyze and display data collected from the web platform, it is necessary to use specialized software such as UCINET, Pajek, Gephi, ORA, NetMiner, StOCNET, MultiNet, GUESS, as well as NodeXL applications and libraries igraph (R, Python, C), libSNA,...
	In the bag-of-words model, the text is represented as an unordered set of words, without regard to grammar or word order. To obtain information from the user's profile, it is necessary to perform stemming to find the basis of each word. One of the mos...
	However, this method has its drawbacks:
	1) in Ukrainian and Russian, where vowels and consonants alternate, the word is often truncated to a too short base;
	2) the method is sensitive to spelling errors;
	3) the set of word-forming parts is different for different languages and their word-forming rules [26, 27], [28].
	An alternative to stemming is fuzzy word retrieval, which is based on using the Levenshtein metric to find words in a dictionary. This metric is defined by the minimum number of corrections required to transform a word into a word from the dictionary....
	On web platforms, you can conduct various surveys and questionnaires with subsequent analysis using sociometric methods. The information received from users from the web platform contains various types of uncertainties due to various “non-factors”. To...
	THE PURPOSE AND OBJECTIVES OF THE RESEARCH
	The main goal of this study is to develop an information system for analyzing public sentiment in web platforms using data mining methods.
	Main objectives of the research:
	1. Selection and application of machine learning methods for text analysis: evaluation of different machine learning methods, such as Logistic Regression, to determine their effectiveness in identifying public sentiment from text data on web platforms.
	2. Development and optimization of text processing algorithms: creation of text processing algorithms that will help determine the emotional connotation of comments and messages from web platforms using natural language methods.
	3. Development of an information system for analyzing public sentiment on web platforms: creation of a software system that can analyze texts, comments and reviews on a web platform to identify emotional tone and public sentiment.
	4. Validation and testing of the developed information system: validation and testing of the developed system on real data to confirm its effectiveness and accuracy in determining public sentiment on web platforms.
	MATERIALS AND RESEARCH METHODS
	The study analyzes various tools and methods for effectively determining sentiment in text data from web platforms. The main goal of this study is to select the optimal model for further use in a service for analyzing public sentiment.
	For the successful functioning of a machine learning model, it is important to clearly define the characteristics of the input data. In our case, the input data is represented by texts from the web platform (Fig. 2), such as reviews, comments, and mes...
	The dataset under study contains information on 515,000 customer reviews and ratings of 1493 hotels across Europe, collected from the Booking.com platform. The csv file includes 17 fields, including the key ones: date of the comment, hotel name, posit...
	Taking into account the requirements of the information system and the results of the analysis, it was determined that in order to obtain better results in determining emotional connotation of texts
	Fig. 2. Samples of raw data from the collection of “515K Hotel Reviews Data in Europe”
	Source: compiled by the authors (1)
	of reviews and messages from users, the most appropriate approach is to use machine learning methods. In particular, natural language processing (NLP) methods of sentiment analysis have been chosen to process textual data and determine semantic colora...
	In choosing the optimal approach to text data processing, two natural language methods are taken into account to reduce them to their basic form:
	1. Stemming, this involves discarding affixes in order to preserve the main root of the word. For example, “Running” can be simplified to “run”.
	2. Lemmatization, a more complex process that takes into account grammatical rules and reduces words to their normal form (lemmas). For example, “Better” can be reduced to “good”.
	After a detailed analysis of both methods, it was decided to use lemmatization for processing natural language words. This choice is justified by the fact that lemmatization meets the requirements of the task, where accuracy and grammatical correctnes...
	When choosing a text vectorization method for further use in machine learning, two approaches were considered: Word Embedding and TF-IDF Vectorizer.
	After analysis and testing, the following results of model performance were obtained (Table 1).
	Table 1. Comparative results of text vectorization methods
	Source: compiled by the authors (2)
	Even though the Word Embeddings method uses a more modern and sophisticated approach. It seemed that it could lead to better results. However, in fact, TF-IDF Vectorizer proved to be more effective.
	The text data was converted into numeric vectors using TF-IDF. This vectorization step is key because it converts text into a set of numerical values that can be used to train models.
	The advantage of TF-IDF Vectorizer is explained by several factors:
	1. Consideration of all words: TF-IDF Vectorizer takes into account all available words in the text, which allows you to extract more information from longer documents. Even the extra 7 % of documents that contain more than 20 words represent a signif...
	2. Less potential data overload: The use of Word Embeddings can lead to data overload due to the larger vocabulary. However, given that only a small percentage of documents are longer than 20 words, this overload may not be optimal in terms of model a...
	3. Less noisy signal: Word Embeddings may contain noisier signal compared to TF-IDF Vectorizer. Taking into account more hidden information can lead to the creation of false patterns in the model, which can negatively affect its accuracy.
	The structure of the studied system is proposed by the architecture, which is aimed at ensuring effective interaction between various components and modules of the system. Below is a detailed overview of each element of the information system architec...
	The diagram shows the complex structure of the information system, which includes various components for efficient processing and display of data in the context of public opinion analysis.
	Let's consider the main elements and their functionality:
	1. Web server is the central element that interacts with all other components. It processes requests from client browsers, interacts with PostgreSQL and Sentiment Analyzer to process and send data.
	2. PostgreSQL is a database component that stores and interacts with object categories. It provides the web server with access to the necessary data through the Return View.
	3. Sentiment analyzer (Logistic Regression) – used to analyze public sentiment based on text comments. The results of the analysis are transmitted to the web server for display to the user.
	4. Client browser maps - the client browser interacts with the Google Map API, sends requests to the server and displays changes on the map according to the received data.
	5. Client browser sentiment analysis interaction – user interaction with the interface for entering text questions, sending them to the server for analysis and receiving mood results.
	Fig. 3. Architecture of information systems
	Source: compiled by the authors (3)
	6. Client browser graphs – the client browser receives graphs and sentiment charts from the server to display to the user.
	7. Google Map API – interacts with the client browser to obtain geographic data and create modified cartography. Transmits and receives geographic data to build customized maps.
	RESEARCH RESULTS
	Accuracy is one of the criteria for evaluating classification models. Informally, it represents the percentage of predictions that the model identified correctly.
	Formally, accuracy is defined as follows:,
	where  – accuracy;  – the number of correct predictions;  – the number of all predictions.
	In the case of binary classification, the accuracy can be calculated using the criterion of relative positive and negative ratings
	,
	where  is correctly identified positive results,  is correctly identified negative results,  is incorrectly identified positive results,  is incorrectly identified negative results.
	The models for determining public sentiment are selected and their accuracy is evaluated. Among the selected classifiers are DecisionTreeClassifier, RandomForestClassifier, SVC, LogisticRegression, KNeighborsClassifier, BernoulliNB. After using cross-...
	Table 2. Conclusions of the results on the accuracy and error of the models
	Source: compiled by the authors (4)
	The model error is defined as the percentage of incorrectly classified examples out of the total number of test data. Among the different models, Logistic Regression and KNeighborsClassifier show the lowest error.
	An assessment of the accuracy and error of the models leads to the following conclusions:
	1. DecisionTreeClassifier showed high accuracy, but may be prone to overfitting.
	2. The RandomForestClassifier showed good accuracy, but may require significant training resources.
	3. SVC model has lower accuracy compared to other models.
	4. LogisticRegression is characterized by high accuracy and training speed, making it an attractive option.
	5. KNeighborsClassifier demonstrates accuracy on par with other models, but can be costly in terms of computing resources.
	6. BernoulliNB has slightly lower accuracy compared to other models.
	Taking into account the results and requirements of the information system for determining public opinion, the LogisticRegression model was chosen.
	The main advantages of this choice include:
	1. High accuracy: the model demonstrates one of the highest accuracies compared to other classifiers.
	2. Efficiency: LogisticRegression is characterized by high training and prediction speed, which is a key aspect for the service.
	3. Reliability: the model works efficiently when processing a limited amount of data, which makes it practical to use in real-world conditions.
	Therefore, given the above, we can choose LogisticRegression for a service for recognizing public sentiment.
	SentimentScope is a developed information system designed to analyze public sentiment about various objects, such as hotels, products, personalities (media or political), brands, and other popular topics. The system uses advanced machine learning tech...
	User-flow of the SentimentScope information system:
	1. The user opens the SentimentScope information system in his browser and logs in. After successful login, the user gets access to the main functionality of the application. On the main page, after authorization, the user selects the section of inter...
	2. The user can familiarize himself with the most popular objects in the selected section (Fig. 5) and analyze their sentiment. If the user has a specific object in mind, they can use the search field to find it.
	3. After selecting a specific object, the user is taken to a page with a detailed analysis (Fig. 6). Here, the user receives information on public sentiment, statistics, and data visualization in the form of graphs.
	DISCUSSION OF THE RESULTS
	The need to analyze public sentiment in the digital space is becoming increasingly important, as information technology and web platforms are becoming key components of modern society. Web platforms are turning into unlimited sources of data that refl...
	Fig. 4. Main page of the information system
	Source: compiled by the authors (5)
	Fig. 5. Page “Hotels” of the information system
	Source: compiled by the authors (6)
	Fig. 6. Sentiment analysis results page for selected hotel
	Source: compiled by the authors (7)
	becoming strategically important, especially in the context of influencing the areas of marketing, politics and public opinion research. The use of advanced information technology methods in analyzing web platforms not only opens up new opportunities ...
	CONCLUSIONS
	This research is aimed at determining the importance of conducting public opinion analysis in the digital space due to the rapid development of information technology and the expanding use of web platforms, which is aimed at developing an information ...
	The systems for analyzing public sentiment in the web platforms were analyzed and compared by various characteristics and functionality. The analysis of various tools and methods aimed at effectively determining the mood in text data from web platform...
	The data set under study is based on information on customer reviews and hotel ratings across Europe collected from the Booking.com web platform.
	Taking into account the requirements of the web service and the results of the analysis, it is determined that the use of machine learning methods is most appropriate for obtaining better results in determining the emotional connotation of texts of re...
	In choosing a text vectorization method for further use in machine learning, two approaches were considered: Word Embedding and TF-IDF Vectorizer. Both methods showed high F1 accuracy: 90.5% for Word Embeddings and 93.1% for TF-IDF Vectorizer. However...
	The structure of the studied system is proposed by an architecture aimed at ensuring effective interaction between various components and modules of the system.
	Models for determining public sentiment were selected and their accuracy was evaluated. Among the selected classifiers, after using cross-validation for each model, the results on the accuracy and errors of their functioning are obtained. Taking into ...
	An information system has been developed to analyze public sentiment about various objects, such as hotels, products, personalities (media or political), brands, and other relevant topics. Using advanced machine learning technologies to evaluate the e...
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