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METHODOLOGY OF INFORMATION MONITORING AND
DIAGNOSTICS OF OBJECTS REPRESENTED BY QUANTITATIVE ESTIMATES
BASED ON CLUSTER ANALYSIS

Annotation. The paper discusses the methodological foundations of informational diagnostics on the base of cluster analysis
for the objects represented by quantitative estimates. The literature review showed that the application of cluster analysis in some
cases was successful; also, the theory of cluster analysis is well developed, and the properties of methods and distance measures are
studied, which indicates the appropriateness of using the cluster analysis apparatus. Therefore, the development of a general
methodology to diagnose any objects represented by quantitative estimates is a topical task. The purpose of this work is to develop
methodological bases for determining diagnostic states and behavioral patterns for objects represented by quantitative estimates on
the base of cluster analysis. Because of informational diagnostics is a targeted activity on the assessment of object state based on a
dynamic information model, the model of a diagnosis object is discussed first. We examine the lifecycle of instances of diagnosis
objects that are described by a plurality of parameters whose values are determined by a time slice along the lifeline of the instance.
It is shown that a different number of measured values characterize each state of the diagnosis object. There are identified
characteristics that should be analyzed to indicate a threat to the instance and the need for supportive procedures to prevent
premature interruption of an instance's lifecycle. Experts should carry out the formalization of conditions for termination of the life
cycle of the diagnosis object and formation of the list of supporting procedures. Because the quality of any information technology
depends on the input data quality, a procedure for the analysis of diagnostic characters is developed. In order to start the diagnosis
as early as possible and apply the available data as fully as possible, the methodologies for one-, two- and N-step diagnosis are
developed. All procedures used cluster order. Transition patterns are defined for the two-step diagnosis, as well as trend patterns are
defined for the N-step diagnosis. Transition patterns allow diagnosing the improvement, worsening, or stability of the diagnosis
object state. The procedure for the diagnostic characters analysis and the methodologies of diagnosis is new scientific results. The
application of the developed methodologies is demonstrated in the example of diagnosing students' success. In this case, the
curriculum provides the domain model. Examples of diagnosing states and behavior, as well as identifying recommended reactions,
are provided. For one-step diagnostics, the presence of the influence of the latent factor and the diagnostic signs that show
significant instability are investigated. For one- and two-step diagnostics, the conditions for forming a risk segment are provided.
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Introduction. The availability of large amounts
of data allows a person to increase the amount and
quality of information that is used as a basis for
making various decisions. A separate area of
research — information analytics — is dedicated to the
application of essential analytics functions to
provide decision-makers with the information they
need to make the right decisions. Usually, they try to
solve two types of problems:

1) identify the causes that led to the facts being
recorded;

2) predict the behavior of the objects that the
data is collected for.

In this paper, we will consider another problem
— the problem of informational diagnostics.
Informational diagnostics is a targeted activity on
the assessment of diagnosis object state based on a
dynamic information model with predetermined
similarity criteria [1].
© Komleva, N. O., Liubchenko, V. V.,
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Examples of situations in which informational
diagnostics are needed are ongoing staff assessment
of the required competencies using the 360-degree
method, student achievement monitoring in the
semester, etc.

An object of any nature can be diagnosed if it is
variable over time, and change data is available.
Among the important features of the information
diagnostic procedure are the following:

1) not the object itself, but the available data
about it is analyzed;

2) the integrity of the object data collection,
which is determined by the object's domain model,
must be ensured for successful diagnosis;

3) the technological chain of diagnostic
procedures should allow diagnostics of an unfamiliar
object with reproducible object evaluation results.

There are a number of tasks in which the
diagnosis object (DO) is relevant only to its current
status (the applicant's points obtained during the
introductory campaign for certain disciplines
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determine the list of higher education institutions
available for the budgetary form of education; the
specific job position determines the possibility of the
first interview, the data on the technical inspection
of the vehicle determine the set of repair work, etc.).

However, at the same time, the process of
development of an object in time, its behavior, and
the nature of manifestation of peculiarities in
different situations may be of interest. Any object -
material or abstract — has a life cycle of its
development, consisting of a sequence of processes,
from the conception of the formation of the object to
the completion of its existence. Often, not only the
entire development life cycle of an object falls into
the area of attention, but its fragment, for example, a
software project from the moment of formulation of
requirements to the first stable release, an employee
from the first to the last day of internship, a student
during training at an educational institution. If it is
possible to identify specific times and highlight data
about an object that is bound to those moments, then
you can consider the task of diagnosing the behavior
of the object over time.

Thus, depending on the tasks being solved —
static or dynamic — the methodology of diagnosis
must operate with the concepts of “state” or
“pehavior” of the object. If the number of time
points for which object data can be retrieved is a
finite sequence, the diagnostic process is a multi-
step process.

Literature review. The term diagnostics came
from medicine and concerned about the
identification and classification of health problems
through research and evaluation. Over time, medical
institutions have accumulated large volumes of
patient data, and some of the diagnostic work has
become possible only through observation data.
Accordingly, researchers turned to solve the problem
of interpreting the results of clinical testing using
algorithms for statistical processing and data
analysis. For example, the study [2] proposes a
system to interpret clinical examination results for
the diagnosis of coronary heart disease based on the
decision tree algorithm. The paper [3] provides a
survey of current techniques of knowledge discovery
in databases using data mining techniques that are in
use in today’s medical research, particularly in heart
disease prediction. In [4], the authors described how
to improve evaluation of the reliability of the
diagnostic in medicine based on conformal
predictors that allow carrying out a probabilistic
classification.

Data-driven diagnosis techniques have been
transferred to other domains. The paper [5] provides
a state-of-the-art review of approaches to using
multivariate statistical tools for characterization

normal variations and detection the abnormal
changes in the industrial process. Also, statistical
diagnosis methods support fault detection and fault
identification for rigorous analysis. Paper [6]
presents a data fusion approach for machinery fault
diagnosis using fuzzy measures and fuzzy integrals,
which consists of a feature-level data fusion model
and a decision-level data fusion model. The fuzzy c-
means analysis method was employed to identify the
relations between a feature set and a fault prototype.
This paper [7] looks at the use of data-driven models
built for monitoring, fault diagnosis, optimization,
and control. Particular attention is paid to latent
variable models because they provide reduced
dimensional models for high dimensional processes.

The review paper [8] gives a full picture of fault
detection and diagnosis in complex systems from the
perspective of data processing. Such a system is a
data-processing system based on information
redundancy, in which the data and human's
understanding of the data are two fundamental
elements. Human's understanding may be an explicit
input-output model representing the relationship
among the system's variables. Therefore, the
traditional data-driven fault diagnosis methods rely
on the features extracted by experts. The feature
extraction process is exhausting work and
dramatically affects the result. The paper [9]
demonstrates that deep learning provides an
effective way to extract the features of raw data
automatically and eliminate the effect of handcrafted
features.

One of the essential tools of diagnosis is cluster
analysis because detection of the current state of an
object can be considered as its classification into a
group of objects that are similar in certain features.

For example, an article [10] describes the
clustering of students according to their behavior in
the online learning process; it is shown that this
approach has the potential to provide more adaptive
tools within the intellectual learning system or the
teacher-person.

Obviously, in general, determining the status of
a diagnosed entity is the information that is extracted
from the data in order to simplify or improve the
decision-making process. For example, diagnosing
student behavior in the learning process allows
timely intervention in the learning process.
“Intervention has long been practiced in higher
education to provide assistance for at-risk or
underachieving learners. With the development of
learning analytics, the delivery of intervention has
been informed by data-driven approaches to identify
learners’ problems and provide them with just-in-
time and personalized support. However, the
intervention has been claimed to be the greatest
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challenge in learning analytics and has yet to be
widely implemented” [11]. In this case, “when
identifying at-risk students, it is important to
minimize false negative (i.e., type Il) error while not
increasing false positive (i.e., type 1) error
significantly” [12]. Also, according to the authors
[13], “for learning analytics research to account for
the diverse ways technology is adopted and applied
in course-specific contexts”.

Along with the status classification, it is
essential to classify the behavior of the object or
system. In [14], the authors argue that “classification
of the behavior of users ... provides an understanding
of people’s sequence of activities within a period of
time” and “is of great interest to scientific
communities”. In particular, it allows studying
specific patterns of behavior and identify the causes
that led to them. In [15], it is shown by the example
of technical objects that “comparison of the models
created in different time points estimates the
deterioration in a condition of the object caused by
the long operation”.

Acrticle [16] provides an overview of different
clustering methods, including the problem of data
clustering and the definition of terms. In particular,
the algorithms of hierarchical clustering and
partitional clustering are discussed; the k-means
algorithm, the fuzzy c-means algorithm, the
Expectation-Maximization algorithm, and others are
described in detail. [17] emphasized that “the
validity and usefulness of the output of different
clustering methods can only be evaluated by the user
in the context of each particular application”.

Although there are many methods of cluster
analysis that are widely used and whose properties
have been well studied, the theory of cluster analysis
continues to evolve. In particular, existing clustering
methods are being refined; for example, in [18], an
advanced hierarchical clustering algorithm is
proposed, in which “the feature weights are cluster
dependent, allowing a feature to have different
degrees of relevance at different clusters”. Also of
interest is the extension of the capabilities of
existing algorithms, for example, [19] describes the
extension of the DyClee algorithm for categorical
data, “approaches, global and local density, to
generate clusters have been modified to capture
categorical data”.

In addition, the methods based on modern
information technologies are being developed. For
example, the survey [20] focused on using deep
neural networks to learn a clustering-friendly
representation, resulting in a significant increase in
clustering performance. In chapters of [21], authors
discuss not only deep learning for clustering but also
blockchain data clustering, cybersecurity

applications, scalable distributed clustering methods
for massive volumes of data, clustering big data
streams.

It should take into account that the value of
clustering results depends directly on the quality of
the data on which it is executed. Therefore, it is
crucial to pre-process the data to clear the original
data and control the data [22]. In [23], the problem
of anomaly detection in the initial data was
considered, and the necessity of a systematic
approach to the characterization of anomalies was
substantiated. The example of the time series shows
how this facilitates the use of the k-means algorithm
in combination with hierarchical clustering.

Considering  that real  processes are
characterized by massive data sets, much attention is
paid to the selection of relevant and informative
variables for clustering [24-25]. In the absence of
expert information, special algorithms are used to
select informative features, including Wrappers,
Filters, and Embedded. Wrapping and filtering
algorithms create subsets of informative attributes,
using a search in the space of possible input data,
and then wrapping algorithms evaluate the received
subset of inputs by learning from the available data
for the full model and filtering for the less
complicated model. Built-in algorithms use learning
heuristics to evaluate the importance of input
features. In the presence of expert advice on the
selection of informative features, particular attention
should be paid to dealing with large unstructured
datasets; lack of experience in using the Occam
shaver for the sake of minimizing computation time
can lead to a loss of meaning [26].

K-type clustering algorithms are widely used in
real-world applications, such as marketing research
and data processing, for clustering very large
datasets, due to their efficiency and ability to handle
numerical and categorical variables that are
ubiquitous in real databases [27-28]. The main
problem with using k-means algorithms in data
processing is the choice of variables since these
algorithms cannot automatically select variables, but
handle all variables equally in the clustering process.
In practice, the selection of variables for the
clustering task is often made based on an
understanding of the business problem and the data
used. Therefore, in the presence of experts who can
determine the set of such variables, it is very
advisable to use the k-means algorithm.

It should be noted that the choice of the cluster
analysis method is influenced by the nature of
determining the degree of similarity between
different objects [29]. Prior information about how
to control the weights of these objects, depending on
the estimation vectors and the external conditions of
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diagnosis, allows selecting the most appropriate
metrics for determining the distance between objects
[30]. The Euclidean distance is most commonly
used, but if more massive objects are more distant
from each other, the square of the Euclidean distance
is used. If it is necessary to reduce the impact of
large individual deviations (single emissions), it is
advisable to use the Manhattan distance [31-32]. If it
is necessary to take into account the characteristic
with the largest different only, the distance
Chebyshev is used [33]. The influence of the degree
of object distinction on such a characteristic can be
controlled by using the Minkowski distance [34];
this is done using the parameters of the stepwise
weighting of distances by individual coordinates and
progressive weighting of distances between objects
by particular characteristics.

Therefore, we can conclude that it is advisable
to use cluster analysis as a tool for informational
diagnosis. Because the solution to the problem of
cluster analysis is based on datasets characterizing
clustered objects, its application will not require the
extraction of additional data for the DO. As a result,
DOs are divided into groups of similar objects,
enabling them to generalize descriptions of their
states and behavior, as well as provide them with a
diagnostic interpretation based on the analysis of
aggregated observations of the respective cluster.

The purpose of the article. Let there be a DO
that has many instances E={e;, ..., €j, ..., em}. The
state of an object can be described by a vector of
estimates MS=(m,, ...,m;, ...,myx), Vi=1,K. Over time,
the object changes its status and the essential
characteristics of the object may change over time.
Therefore, the vectors of estimates at different points
in time may be different in the semantics and values
of the estimates, as well as in the number of
coordinates of the wvector. Measurement of the
characters of the object is performed at discrete
times. The condition and behavior of objects should
be monitored to reduce the probability of problems
in their functioning with some corrective actions.

The aim of this work is to develop metho-
dological bases for determining diagnostic states and
behavioral patterns for diagnosis object, described
by quantitative traits, using cluster analysis.

The diagnosis object. Each instance of DO is
characterized by a lifetime in the system from
moment t, to moment t;. Instances of an object may
appear on the system at different times:

to(ei) * to(ej). (1)

Accordingly, life expectancy At for different
objects may be different:

At(e;) = ti(e;) — to(ey). 2)

The lifetime may be scheduled, but it may stop
when certain conditions are created. The lifetime is
discrete, i.e., each time slice is associated with the
state of the object instance S,(e;).

Limit values are defined for each evaluation. In
the general case, the power of the set MS may be
different for different states and different instances.

The time interval <t.;,t> cannot always be
broken down into smaller intervals, since the
intermediate time slice may not be able to obtain the
value of m,, or the value obtained will correspond
only to part of m,.

Therefore, mp can be calculated as a result of
the aggregation of intermediate values or obtained at
time t; without depending on the intermediate values:

— Arelil(mpte)
m, = e (nee) ©)
where: A4 is an aggregation function; nt is the number
of intermediate values; mp, is the value of the
measure at an intermediate point in time t, from the
interval <t..,t>; m; is the absolute value of the
measure at time t, without aggregation of
intermediate values.

The purpose of diagnosis is to prevent
premature termination of the life cycle of an instance
of an object.

An instance of a diagnosis object (IDO) may
terminate ahead of schedule if the aggregate value
for all measures of the S(e;) state is less than the
threshold value 6}, or the number of values of the
Si(e;), state measures that exceed the critical m. value
exceeds the limit value 83,,,:

AN my) < 8l U [{me:my < mc}| > 67m. (4)

Each measure, in addition to a certain
quantitative value of my, is also defined by a set of
different dimensions:

Vp = <m,, D>, (5)

where: D represents a set of measurement values,
each of which has a specific value for v,.

Factors of the analysis complexity are that:
— different IDOs may have different numbers of
prior states at the time of analysis;
— each state can be characterized by a different
number of measure values.

The main stages of the development of
diagnostic tools. Consider, in general terms, the
process of developing and verifying means of
information diagnosis, depending on the number of
“steps” — moments of time at which data can be
obtained about the object (Fig. 1). We will analyze
the cases for one, two, and N steps.
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Fig. 1. The process of informational diagnosis based on cluster analysis

Each of the diagnostic tools is constructed to
study the status and/or behavior of the DO.
Obviously, DO is of interest in a specific context
that is determined by the subject area. Therefore, the
domain and the role of DO in it determine the set of
diagnosis characters. Thus, the diagnosis is
performed not for the DO, but for the DO models,
and the quality of the diagnosis results depends on
the adequacy of the DO model used. The adequacy
of the DO model will mean the correct qualitative
and quantitative description of the DO by the
selected set of diagnosis characters with a given
degree of accuracy. The quantitative assessment of
adequacy is determined according to the objectives
of the study and the significance of the
characteristics of the model [35].

All the IDOs studied are described by primary
data, which should reflect their basic properties. If
this condition is not met, the resulting DO model
cannot be considered adequate. In the process of
primary data collection, synchronization of data over
time, compliance with the required data types
(generally text, numbers, video, and audio) and
elimination of irrelevant data must be ensured in this
process [36].

Once the primary data is received, it must be
processed to clear, normalize, eliminate gaps, and
duplicates.

At this stage, the data types are checked for
compliance with the requirements of the subsequent

processing algorithms. In case of discrepancy, an
attempt is made to bring the data to the desired type:
moving from real numbers to integers or from real
numbers to higher accuracy to lower numbers by
rounding, “packing” numeric and text data into
XML or JSON formats, moving from table
representation to non-relational, such as translating
SQL constructs into MongoDB counterparts and the
like. If the required data conversion is not possible,
the values are cleared.

If data collection conditions varied from object
to object and the values of their properties were
measured on different scales, data normalization
should be performed. Note that the scope of this
work can be reduced by strengthening data
collection requirements.

Gap processing is an important operation
because in some cases, data gaps can indicate that
data collection conditions are not met, which has led
to data loss. The decision on the possibility of
further use of the IDO described in the data with
omissions. It is advisable to make an expert way:
you can either start procedures to recover lost data or
exclude IDO from the sample. In other cases,
omissions in the data may indicate that the IDO is
actually outside the scope of the domain and was
previously mistaken for it. In this case, the IDO is
clearly excluded from consideration.

The presence of duplicates in the data can be
associated with systematic errors (constant or
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described by law, processes that occur in the
interaction of the tool and the object of
measurement, etc.), random errors (accidental
obstacles in the DO, the means of measuring their
properties, etc.) and gross errors (failures of
measuring  equipment, errors of  personnel,
unexpected changes of conditions of carrying out
measurements of DO properties, etc.).

As a result of the processing of the primary
data, qualitative input is obtained. On their basis,
informative features are determined - those data that
allow obtaining the values of diagnostic features by
means of mathematical calculations and theoretical
and logical conclusions. Effective identification of
informative features allows reducing the dimension
of the diagnosis task. Non-informative information
is used to set up the diagnosis method. In the future,
such data should be weeded out as irrelevant.

When defining a diagnosis task, a set of
diagnostic features is determined by an expert or a
group of experts in the field. For example, in
determining the success of students diagnostic signs
are grades from exams and coursework, in the
analysis of the process of software development -
the number of errors in the program code and
overdue terms of delivery of stages of work, in the
diagnosis of the car — the values of key indicators
that are responsible for structural parameters
technical condition obtained directly by direct
measurement or indirect measurement when
installing a diagnostic device (stand). If certain
diagnostic features have the ability to identify those
that are not self-contained but are aggregated in
higher-order  features, then experts should
recommend removing these features from the
diagnostic kit to reduce the dimension of the
diagnosis task.

The method of cluster analysis as a diagnostic
tool allows for solving a number of tasks.

1. Determination of static patterns — DO states
— and dynamic patterns — transitions between DO
states. In this case, the solution requires the choice
of a clustering algorithm that allows you to reconcile
the computational complexity of the diagnostic
process, as well as the form of the cluster (arbitrary
shape, hypersphere), input (number of clusters,
distance threshold for truncation hierarchy, degree of
fuzzy, etc.) and results (cluster centers) membership
matrix, tree structure or binary cluster tree, etc.). In
the presence of expert assumptions about static and

dynamic patterns, it is possible to compare them
with the data obtained.

2. Determination of the properties of a certain
IDO in the framework of complete reproduction of
the conditions of its functioning environment. This
makes it possible to determine the identity of an IDO
to one of the clusters that do not intersect.

3. Detection of systematic displacements of
values of DO properties under the influence of latent
factors. The presence of such shifts means the need
to expand the set of diagnostic features by a more
detailed study of the nature of DO and conditions of
its functioning.

4. Getting the probability of assigning the IDO
to each of the clusters according to the selected
feature of the distance calculation between the
objects. This allows calculate and expertly analyze
the entropy of the source of the properties of the
sample IDO.

5. Involvement of certain means of measuring
the properties of DO and checking the
appropriateness of their use. This allows you to get
an optimal set of measurement tools and formalize
the conditions for their use.

Before performing the cluster analysis, you
need to set the settings related to the selected tool,
namely:

— for two- and N-step diagnostics to determine
the lifetime of IDO in the system and the set of
measures according to (1) — (4);

— for a one-step diagnosis, which is a separate
case of N-step, determine the properties for the
condition Sy(ej).

You must also select the cluster analysis
method that will be used. As shown earlier, each of
the cluster analysis methods has its own
characteristics, which must be considered depending
on the diagnostic tool used (one-, two- or N-step).

The obtained diagnostic data are subject to
verification. At this stage, expert evaluation of the
results is made, and conclusions are drawn as to
their correctness and expediency of using the
selected cluster analysis methods, measuring
instruments, and the conditions of the DO operation.
Subject matter experts formulate recommendations
and observations aimed at improving information
diagnosis procedures.

The already established methodology is used
for diagnosing new objects (Fig. 2).
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Fig. 2. Flow-chart of the algorithm of the complete cycle of the study of DO

Information on the nature, principles, and
conditions of operation of potential DOs allows the
identification of DO models.

The negative result of such verification may be
the case:

— the absence of a well-established diagnostic
technique for the received DO model: recommended
action — revision (if possible) of diagnosis
characters;

— DO / DO model mismatch: recommended
action — re-check DO model with gross errors (e.g.,
personnel errors);

— poor (incomplete) DO  description:
recommended action — engage experts to adjust
descriptions.

If the DO model is adequate, then the desired
diagnostic technique is selected, and all diagnostic
procedures are performed. If there are
recommendations in the system settings, they are
provided based on the DO results.

The analysis of diagnostic features. Before
you begin the diagnosis procedure, it is necessary to
confirm the quality of characters according to which
it will be performed. After all, the peculiarity of the
analyzed situation consists in the fact that the
evaluations describing the behavior of the object
reflect not only the characters of the object but also
the characteristics of the evaluator and the influence

of external factors. Therefore, it is desirable to
determine whether one or more characters are under
the influence of the latent factor.

On the basis of experience, it can be stated that
the influence of the latent factor will be reflected in
the estimates by the systematic shift of the values of
the estimates on a particular character. For example,
launching a new, well-publicized product will lower
the product sales from the same niche; grades given
by a too demanding teacher will be lower than the
other grades, etc. Therefore, a character that is
influenced by the latent factor can be identified by
identifying estimates that are different from many
other estimates.

The computational complexity of the analysis
of all sample observations for the shift in estimates
will increase with the increasing number of
observations, which is not a computationally
effective solution.

Therefore, a solution with constant complexity
would be appropriate. Classification is performed to
diagnose object states. It results not only in splitting
cluster observations but also in the calculation of the
coordinates of the centers for each of the clusters.
Therefore, centroid coordinates for each feature
represent the average value estimates on this basis of
observations included in the respective cluster.
Accordingly, it can be argued that the analysis of the
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coordinates of the cluster centers may reveal a shift
of estimates due to the influence of the latent factor.

The analysis procedure consists of six steps.

1. Bringing all estimates of one measurement
interval for the absolute value assessments not to
affect the influence of the character while clustering.

2. Executing clustering observations using a
known method of clustering.

3. Calculating the spare values of the b mean m
and mean-square deviation o for the coordinates of
each center of clusters.

4. Determining confidence intervals for the
coordinates of the centers of clusters. As the
diagnostics of the characters are of a
recommendation nature and is performed on a small
number of samples, it is possible to limit ourselves
to rough estimates of the intervals m+c or m+2c.

5. Checking whether going beyond the
confidence intervals for one coordinate occurs in all
centers of clusters

6. In case of a steady shift, analyzing possible
reasons for its occurrence and deciding as to
accounting estimates on the respective character for
further diagnostics.

The computational complexity of steps 1-2
depends on the sample size. However, their result -
the clustering of observations — is used in diagnostic
techniques. Therefore, in contrast to the solution
with the analysis of all observations in order to
detect a systematic shift, the computational
complexity of the actual analysis of diagnostic
characters is negligible.

One-step diagnosing. One-step diagnosing
corresponds to the situation in which observation
results are used to determine the state of the object.
In the case of applying clustering as a diagnostic
tool, the state of the object is determined according
to the cluster, which is described by the coordinates
of the center. Such an interpretation will be adequate
only if all IDO’s are more or less equidistant from
the center of the cluster. The major disadvantage of
most distance measures is that they use averaging.
Because of this, IDOs, which are very different from
the center in one or a small number of characters and
are close to the center in other characters, can get
into the cluster.

Therefore, there is a need to find such objects,
the state of which cannot be diagnosed on the basis
of cluster center analysis. It is necessary to find
objects whose estimations go beyond the confidence
interval m+2c for at least one coordinate to identify
abnormal cases.

The diagnostic procedure for a sample IDO
consists of four steps.

1. Executing clustering for IDO’s.

2. For each cluster.

a. Calculating the value of standard deviation o
for each coordinate center.

b. Detecting IDO’s beyond the confidence
interval m+2c for at least one coordinate, removing
them from the cluster, and adding them to a set of
abnormal cases.

3. Diagnosing the state of clustered IDO’s
based on the information about the centers of
clusters.

4. Diagnosing states of IDO’s from a set of
abnormal cases.

As a result of diagnostic, the set of clusters are
obtained that definitely contain IDOs from item 3
and, by expert decision, may include IDOs from
item 4.

If you need to diagnose new IDO’s which
satisfy the DO model and have sufficient data for
diagnostics, you need to solve the following
problems:

a) whether there is a limit to the number of
items in the sample;

b) whether the new IDO has significant
differences in its operating conditions, composition,
etc.

If there are no restrictions on the number of
elements, or the addition of a new element IDOs not
leads to an excess of the number, that is, the
computational complexity of the problem is
acceptable, the new IDO is added to the samples and
re-clustered according to the method described
above. In another case, a new IDO is diagnosed
according to the method of classification by the
minimum distance between the IDO and the centers
of clusters in accordance with the applied measure
of the distance between objects.

If the new IDO differs from those already
diagnosed objects with properties that are not
included in a model, it is appropriate to include it in
the sample and re-execute clustering. This will allow
you to track possible changes in the clusters and
decide whether to include these properties in the DO
model. If it is not possible to add new items because
of the number limit, the new IDO is added to the
sample with the exclusion of an already existing
item.

Two-step diagnosing. In the case when the
IDO estimates and the clustering results for them
obtained for two consecutive time points t—1 and t
are available, the possibility to diagnose changes
appears (Fig. 3).
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Fig. 3. Scheme of formation of the behavioral pattern of IDO

For each cluster, the appropriate level of quality
of IDO’s which it contains can be determined, so
that the order relation can be determined on clusters.
Then, we can define three transition patterns:

a) at moments t—1 and t the object falls into
clusters of the same order;

b) at time t the object worsens its position
compared to the time t—1;

c) at time t the object improves its position
compared to the time t—1.

The degree of risk associated with a worsening
condition and the opportunities associated with an
improvement in condition will vary depending on
the severity of the deterioration or improvement. It is
obvious, for example, that the transition 1—2 is
better than the transition 1—3. To account for this
difference, we introduce appropriate quantitative
indicators.

If the order relation is entered on the clusters,
the best cluster is number 1, and with the
degradation, the number of clusters increases by one,
then

— the degradation intensity is calculated as

n — {#Clt - #Clt—l lf#Clt > #Clt—l
w 0 otherwise ’
where #Cl, .; and #Cl, are the numbers of the clusters
to which the DO at times t—1 and t respectively;

— the improvement intensity is calculated as

ny = {#Clt_l — #Cl if#Cle_y > #Cly
0 otherwise

Now the difference we gave as an example will
be reflected in the fact that for the first case n,=1
and for the second case n,=2.

The diagnostic procedure consists of five steps.

1. Executing clustering for IDO at moments t—1
and t. The sets of characters at moments t—1 and t
may differ.

2. Establishing an order relation on clusters
detected at moments t—1 and t.

3. Determining a behavioral pattern and
calculating the corresponding intensity for each EDI.

4. Analyzing the reason of deterioration for
IDO’s that experienced it. These objects form a risk
group and require observation at the next iteration.

5. Analyzing the cause for the IDO’s that
improve their position. These objects form a group
of possibilities and need support in the next iteration.
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It is obvious that IDO’s that are not in risk or
possibility groups should not be neglected.
However, they demonstrate stability, and a one-step
diagnosis is sufficient to determine their strategy.

N-step diagnosing. In cases when estimates of
objects made at more than two points in time are
available, diagnosing can be expanded by studying
behavioral trends.

Suppose that we have available data on N
observations, therefore, it is possible to perform N
clusterings of observations and determine the N-1
transition pattern for each IDO.

Three diagnostic indices can be considered:

— State constancy index

N
fm=yN_7
where: Np, is the number of transitions without
changing the state;

— state improvement index

Nb .
N-1’
where: Ny is total improvement intensity on all IDO
transitions with the improvement of the states;

— state degradation index

Ny
Rv=y_7
where: N, is the total degradation intensity at all
IDO transitions with the degradation of states.

We can now describe the procedure of the N-
step diagnosing.

1. Executing clustering for IDO’s in each of the
N points in time. The sets of characters may differ at
different times.

2. Establishing an order relation on clusters
identified for each of the N points in time.

3. Determining the number of transitions
without changing state N, the total degradation
intensity Ny, and total state intensity N,, for each
object.

4. Computing values of indices Ry, Ry, Ry for
each object.

5. If Ry, value is greater than a predetermined
threshold value, then the behavior of the object can
be considered constant. In this case, one-step
diagnosing based on the last-moment data should be
applied.

6. If R, value is greater than a predetermined
threshold, then the object is prone to improving its
state. For such objects, it is necessary to create

Rb:

conditions that will not significantly interfere with
their work.

7. If Ry, value is greater than a predetermined
threshold, then the object is prone to degradation.
For such objects, it is necessary to analyze the
causes of such behavior and provide them with
observations in work.

Case study. To evaluate the proposed
procedures, the success status of students was
diagnosed. We used the data of 47 students studying
on a bachelor's program on Software Engineering.
As diagnostic characters, we used the grades
received on exams and term papers. Analysis of the
distribution of exam grades and test grades
confirmed the hypothesis that they were statistically
similar. Therefore, in order to reduce the dimension
space of characteristics, it was decided not to include
test grades in the model.

Thus, the diagnosis object in the case is the
student; the instances of the diagnosis object are
concrete students. Because the purpose of the study
is a specific set of competencies and learning
outcomes, the curriculum may be used as the domain
model [37]. Accordingly, the success of each student
is characterized by the grades he has received for the
courses. It is natural to monitor the learning
performance at the examinations to get regularly the
descriptions of objects instances with comparable
characteristics.

Let us start by analyzing the diagnostic
characters. Because the evaluation is performed on a
100-point scale, there is no need to reduce the scores
to a single interval. A well-known k-means
algorithm, whose parameter is the number of
clusters, is used to perform clustering. In our case,
the number of clusters was set as k=4, which
corresponds to the traditional classification of
students in accordance with their learning success.
The results of calculating the cluster centers for the
first four semesters are shown in Table 1. The
designation m;; represents the grade obtained in a jth
course in the ith semester, m; and o; represent the
mean and standard deviation of cluster centers
corresponded to the ith semester.

Highlighted values of cluster centers in Table 1
go beyond the intervals m+c. There is no sign of a
systematic shift for any diagnosis characters.
However, attention should be paid to myg and my 4,
which tend toward overestimation, as well as to
m1.3, which demonstrates significant instability.
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Table 1. Data for the analysis of diagnostic

characters
Cluster centers
Variab-les

#1 #2 #3 #4

ml.T 94,2 92,0 88,9 66,0
m1.2 93,6 95,7 78,9 69,0
m1.3 96,6 70,0 82,1 77,0
ml.4 92,5 90,0 83,6 72,4
ml 94,2 86,9 83,4 711
ol 17 115 42 4.7
m2.1 80,7 69,1 86,5 62,5
m2.2 935 76,4 72,7 89,2
m2.3 86,1 70,3 87,0 76,5
m2.4 96,2 746 61,9 718
m2.5 93,6 845 80,0 63,3
m2.6 98,1 91,6 74,6 88,0
m2 91,4 778 77,1 75,2
o2 6,6 8,7 9,5 116
m3.1 93,9 88,8 63,4 65,8
m3.2 90,7 774 65,6 65,0
m3.3 88,4 778 81,7 63,3
m3.4 92,6 76,4 82,8 65,3
m3 91,4 80,1 73,4 64,9
o3 24 58 10,3 T
m4.1 97,0 87,8 84,6 65,6
m4.2 95,6 725 82,0 75,0
m4.3 92,5 68,8 75,4 64,0
m4.4 93,3 72,0 69,4 78,1
m4.5 95,4 89,0 67,4 73,0
mé 948 78,0 75,8 711
ol 18 9,6 75 6,1

The use of one-step diagnostics we consider in
the example of the second semester (Table 2).

Table 2. Distribution of students between clusters

Cluster Number of students
#1 17
#2 11
#3 13
#4 6

To diagnose students' states, information about
cluster centers (see Table 1) should be analyzed. For
example, cluster #1 brought together a group of A-
students, but they received good grades from the two
courses. The connection between both courses and
the future specialty usually is not evident for
students. Therefore, it can be diagnosed that a group
of A-students is trying to reduce the time spent by
reducing attention to “unimportant” courses.
Accordingly, corrective action by a higher education
institution should focus on informing this group of

students about the value of learning outcomes of
different courses.

Consider the definition of abnormal cases in the
example of cluster #4. We already know (see Table
1) that in the second semester, each object is
represented by six grades. Data for cluster #4 are
collected in Table. 3.

Table 3. Data on students belonged to cluster #4

Student | myy | My | Mpg | Myg | Mas | My

7 60 100 93 90 60 90

12 60 80 75 61 65 85

13 60 75 73 67 60 85

20 60 85 82 92 60 98

25 60 95 76 61 75 95

28 75 100 60 60 60 75

m 625 | 89,2 | 7655 | 71,8 | 63,3 | 88,0

c 6,1 10,7 | 10,9 | 151 6,1 8,2

Therefore, cluster #4 includes one abnormal
case. Because student #28 in one grades differ from
the corresponding coordinate of the center by more
than 2o, he should be assigned to abnormal cases.

Let us turn to two-step diagnostics. The order of
the clusters is set according to the mean value mi
calculated for the coordinates of the centers, which
are shown in Table 1. Actually, data about the
centers of the clusters in Table 1 are already sorted
by the order. To illustrate the application of the two-
step diagnostics, we consider the results for the
transition between first and second examinations
(Table 4).

Table 4. Analyzed transition patterns

Pattern Nsl:lmenrt:f Diagnose | Power
1-1 13 Stable

152 1 Risk n,=1
153 3 Risk n,=2
154 2 Risk ny=
251 1 Opportunity n,=1
22 1 Stable

23 1 Risk n,=1
254 0 Risk n=2
31 3 Opportunity n,=2
32 6 Opportunity n,=1
353 8 Stable

354 3 Risk n,=1
451 0 Opportunity n,=3
42 3 Opportunity ny=2
43 1 Opportunity n,=1
454 1 Stable
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As we can see, taking into account previous
data provides the possibility for analyzing behavior
patterns. As a result of the analysis, we can divide
the students set into three subsets: those who
degraded their states, those who have maintained
their states, and those who have improved their
states. Thus, for students who have changed their
states, the number of diagnostic information
increases.

As an example, let us return to cluster #1,
which gathered A-students in the second semester.
Among the 17 cluster members (see Table 2), 76 %
maintained their state, 6 % improved their state by
one position, and 18 % improved their state by two
positions. We can conclude that most students retain
their performance. However, some students seek to
improve their academic performance. Therefore,
when planning teaching activities, it is necessary to
pay attention to motivational activities.

Now we turn to multi-step diagnostics, which is
considered by the example of clustering for
observations of four consecutive examinations. A
piece of behavioral analysis results demonstrated by
students is shown in Table 5. The obtained values of
Rm, Rp, and R, are informational characteristics of
the trends that characterize the behavior of students
and need further study.

Table 5. Results of 4-step diagnosis

Trend Rm Rp Ru
1515151 1 0 0
1515251 0,3 0,3 0,3
152522 0,7 0 0,3
1535151 0,3 0,7 0,7
1535253 0 03 1
15352514 0 0,3 13
1545351 0 1 1
154544 0,7 0 1

Studying the properties of identified trends with
two-step diagnostics allows determining the required
level of intervention in the learning process. Let
limit the intervention need by the cases when the
student degrades his state with time, that is, the
transition between the time moments t and t-1 is
characterized by n,>0. The number of transitions

between clusters for the studied sample is shown in
Table. 6.

Table 6. Number of transitions between clusters

Semesters
Type of
transition 1-2 2.3 3-4
Nw=np=0 23 22 25
n,=1
n,=2
n,=3
n,>0 14 13 13

The transitions without changing the state give
the highest contribution (about 50 %) in each
semester (Fig. 4). Significant degradation (with
n,=3) is diagnosed between the first and second
semesters only. The contribution of these cases is
about 4 %; the behavior of students who get into this
segment of risk should be carefully analyzed with
the mandatory activation of appropriate corrective
pedagogical practices. The behavior of students,
who demonstrate degradation with n,=1 and n,=2
also needs to be analyzed, but this problem has a
lower priority, in particular under resource
restriction.

Particular attention should be paid to stable
transitions with n,=n,=0. The absence of a change in
cluster number means that two-step diagnostics can
be reduced to one-step diagnostics, and it is possible
to form a risk segment based on cluster numbers.
The pie charts show the percentage of contributions
for the 151, 22, 353, and 44 inter-semester
transitions between clusters. In our case, the
tendency to remain in the worst cluster #4 over time
slightly increases — from 4 % to 12 %. An expert
should analyze the behavior of all students who get
into this segment of risk and give the
recommendations of appropriate corrective pedago-
gical practices.

Additionally, the gathering of data about trends
for a variety of cases provides the possibility in the
future to involve the machine learning tools for
diagnostics and prediction of behavioral patterns. It
will give the possibility to reduce the requirement to
the quality of objects description.
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Fig. 4. Percentage of contributions of different types of transitions of state

Conclusions. An analysis of the features of the
application of cluster analysis methods as a
diagnostic tool showed that diagnostic characters of
diagnosis objects should be used quantitative
estimations. At the same time, it is possible to
configure the diagnostic technique by determining
the similarity measures in the cluster analysis
method.

In the paper, we built the model of the
diagnosis object. It includes the object lifetime in the
system, the set of measures with limit values and
corresponding measurements, and the conditions for
early termination of the diagnosis object existence.

The main stages in the development of tools for
informational diagnostic based on cluster analysis
are identified. The lists of tasks that can be solved
with the cluster analysis method as a diagnostic tool
and the appropriate settings for diagnosing are
given.

Analysis of the measures that describe the
behavior of an object allows detecting the presence
of latent factors leading to a systematic shift in the
values of measures for a particular character or
group of characters. The procedure of measures

analysis is formalized as well as its computational
complexity is determined.

One-step diagnosis is the basic one; the
procedure for a one-step diagnosis enables one to
form the clusters of similar objects as well as to
detect the abnormal cases. The features of new
objects diagnosing, depending on their similarity to
the objects in the sample, are given.

Two-step diagnosis allows determining the
patterns of objects transition from one cluster to
another as time goes by. The two-step diagnosis
procedure is developed, and the degradation and
improvement measures for the diagnosis object
behavior are introduced.

The developed procedure of the N-step
diagnosis determines the transitions trends. The
indexes of stability, improvement, and degradation
are proposed as trend informational characteristics.

Experimental confirmation of the performance
of diagnostic procedures was obtained for data about
students’ success. Examples of diagnosing the states
and behavior of students, as well as possible
reactions to the results of the diagnosis are
demonstrated.
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The proposed procedures allow diagnosing the
risk of premature life interruption for instances of
diagnosis objects represented by quantitative
estimates. It is possible due to calculating the powers
of degradation and improving the state, as well as
forming the patterns and trends of transitions. This
result is essential for different tasks because it
improves the quality of work with diagnosis objects
in the application domains.
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METOJOJOI'TA IH®OPMAIIIMHOIO MOHITOPUHTY TA TIATHOCTUKHA OB'EKTIB,
HNPEICTABJIEHUX KIVIBKICHUMMU OIIHKAMM, 3 BUKOPUCTAHHAM
KJIACTEPHOI'O AHAJII3Y

Anomauia: B pobomi 002080pr0iomsbca  MemoO0NI0SIUHI  OCHOBU THOOPMAYIIHO20 MOHIMOPUHEY Ma OiAZHOCTMUKU 3
BUKOPUCIAHHAM KIACMEPHO20 AHANIZY OIS KIACy 00 €Kmig, Onuc AKux npeocmaesienull KilbKICHUMU OyiHKamu. Ananiz nyonikayit
nOKA3a8, WO 3aCMOCYBANHS KIACMEPHO20 AHANI3Y 0N BUSHAYEHH CMANIE 00 €KMi6 8 OKpeMux 6unaokax Oyno yCniutHum, 0o mozo
24C Meopisl KIACMeEPHO20 aHai3y 000pe po3pobieHa, a 6nacmusocmi Memooie 8USYeHi, o C8IOUUMb NPO OOPEYHICb BUKOPUCAHHS
anapamy KiacmepHozo ananizy. Omoice po3pooKa y3azanbHeHoi Memooon02ii 015 diaeHocmy8anHs 6y0b-aKux 00 €KMig, ONUC AKUX
BUSHAUAIOMbCS BEKMOPOM OYIHOK, € aKmydnbHolo 3adayelo. Memoio pobomu € po3pobka MemoOon02iuHUX OCHO8 GUSHAYEHHS.
OIAZHOCMUYHUX CIAHI8 MA NOGEOTHKOBUX WABJIOHI8 OlIsL 00 '€KMi6, KL ONUCAHO KIIbKICHUMU O3HAKAMU, 3 O0NOMO20K0 KIACMEPHO20
ananizy. Ockinvku inghopmayitina oiazHocmuxa — ye Yinecnpamosana OisibHICMb NO OYIHYTI CIMAaHy 06 €KYy 00CAIOHNCeHH HA OCHOBI
OuHamiyHoi iHghopmayitinoi modeni, cnoyamky 062080prEMbCA MoOdenb 00 ’'ckmy OdiacHocmyeanHa. IIpu ybomy po3enaoacmuvcs
AHCUMMEBUL YUK 00 €KMY OiA2HOCMYBAHHA, WO ONUCYIOMbCS MHOMCUHOIO NAPAMEmPIs, SHAYEHHS AKUX GUSHAUAIOMbCA YACOBUM
3pizom Ha ninii ocumms exzemniapy. Ilokazano, wo Kodxcnuil cman 06 'e€kmy 0iazHOCMY8aHHA MOJiCe XAPAKMEPUIY8AMUCS PIZHOI0
Kinbkicmio snauenv mip. s 3anobicants nepeouacro2o nepepusants JCUMme020 YUKty eK3eMnisapy 6UHaA4eHi XapakmepucmuKu,
ananiz AKUX 00360J15€ OiAeHOCHY8AMY MAKUL CMAH eK3eMNIAPY ab0 MPAEKMOpIIo 1020 NOBEOIHKU, U0 MOdiCe CEIOUUMU NPO 3A2PO3Y
ICHYBAMMS eK3eMNIAPY Ma HeOOXIOHICMb NPUTIHAMMA RIOMpumMyouux npoyedyp. Popmanizayis ymos sl NPUNUHEHHS HCUMIMEBO20
YUKTY 00CTI0AHCY8AHO20 00 '€kma ma opmyeanHsa nepeiiky niOmpumyyux npoyeoyp 30ilUCHIOEMbCA eKCnepmuum yunom. Axicms
0y0b-aK0i iHhopMmayitinoi mexHono2ii 3anexicums 8i0 AKOCMI 8XIOHUX OAHUX, MOMY PO3POOIEHO NPOYedypy aHanizy OiaeHOCMUYHUX
O03HAK 07151 BU3HAYEHHS. A0eK8AMHOCMi Moodeni 06 'ekmy diacHocmysants. Po3pobaeni memoodonozii 00Ho-, 060x- ma N-Kpoxkogozo
oiaznocmysanus na 6a3i 3HAYEHb YeHMPIE KAACmepis, Wo 0a€ MOXCIUBICIb PO3NOYUHAMU 0iA2HOCMYBAHHS AKOMO2a PaHiule ma
3acmocogyeamu 00CmynHi oani akomoea noguiute. B ycix npoyedypax eukopucmahno eioHowienHs NOpAOKy na kracmepax. [[ns
npoyedypu 080KPOK08020 OIAcHOCMYBAHHA BUSHAYEHO NAMMEPHU Nepexodis, Wo 003601AI0Mb SUSHAYAMU 3MIHU CManie 0’ ekmy
Oiaenocmysanns, ons N-kpokoeozo — nammephu mpendis. IIpoyedypa ananizy 0ia2HOCMUYHUX O3HAK MA 6USHAYEHHS 3A3HAYEHUX
nammepHie € HOBUMU HAYKOSUMU pe3yNbmamamu. 3acmocy8ants po3podneHux npoyeoyp noKasaHo Ha npuxiadi 0iacHocmy8aHHs
yeniwnocmi . cmydenmie. Ilpu yvomy y axocmi mooleni npeOMemuoi o01ACmi 3ACMOCO8AHO OCEIMHIO Npozpamy 3a 00pauoi
cneyianvHocmi. /[ 00HOKPOKOBOI Oia2HOCMUKU 00CTIONCEHO HASGHICMb GNIUBY JIAMEHMHO20 BAKmopy ma OiaeHOCIMUYHUX O3HAK,
wWo OeMOHCMPYIOMb CYMMERY Hecmiukicmy. /st 00HO- Ma 080KPOKOB0I MEmMOO0N02E HAOAHO YMOBU POPMYBAHHS CE2MEHNY PUSUK).

Knrouogi cnosa: inghopmayitina diaznocmuxa; knacmepHutl ananiz; 0iazHOCMUYHA 03HAKA; NATMeEPH, MPeHO

VK 004.9

'Komnesasi, Haranmsi OuieroBHa, KaHIMAAT TEXHHY. HayK, JOLCHT, JOUEHT Kad. CHCTEMHOTO
nporpamMMHoro  obecredenus, e-mail:  komleva@opu.ua, Scopus ID: 57191858904, ORCID:
http://orcid.org/0000-0001-9627-8530

LT6uenxo, Bepa BukTopoBHa, IOKTOp TEXHHWY. Hayk, mpodeccop, mpodeccop Kad. CHCTEMHOTO
nporpamMMHoro obecriedenusi, e-mail: lvwv@opu.ua, Scopus ID: 56667638800,

ORCID: http://orcid.org/0000-0002-4611-7832

3unoBaTnas, CBeriana JIeOHMIOBHA, KAHIMIAT TEXHMY. HAyK, JOLEHT, JIOLEHT Kad. CHCTEMHOro
mporpaMMHoro obecreuenwust, e-mail: zinovatnaya.svetlana@opu.ua, Scopus I1D: 57206667710,

ORCID: http://orcid.org/0000-0002-9190-6486

'Opeccknii HaMOHAIBHBIH MOMNTEX HIYECKUI yHuBepcurer, mp. llleBuenko, 1, r. Onecca, Ykpauna, 65044

ISSN 2617-4316 (Print) 391
ISSN 2663-7723 (Online)



Applied Aspects of Information Technology 2020; Vol.3 No.1: 376-392
Models and Methods of Information Technology

METOAOJIOI'UsA THOOPMAIIMOHHOT'O MOHUTOPUHI'A U TUATHOCTUKH
OBBEKTOB, IPEJCTABJIEHHBIX KOJIMYECTBEHHBIMHU OHEHKAMMU, C
HNCIIOJIB30BAHUEM KJIACTEPHOI'O AHAJIN3A

Annomayun: B pabome obcysxcoaromes memooonosuieckue 0CHO8bl UHPOPMAYUOHHOZO MOHUMOPUHSA U OUASHOCIMUKU C
UCNOTL306AHUEM KIACMEPHO20 AHANU3A Ol KNACCA 0OBEKMO8, ONUCAHUe KOMOPbIX NPeOCmAasNieHo KOAUYECMEEHHbIMU OYeHKAMU.
Ananuz nybnukayuil NOKA3an, 4mo npumeHeHue KidcmepHo20 aHANU3A 8 OMOENbHBIX CYUAAX ObLIO YCREWHbIM, K MOMY JHce meopus.
KIACMEPHO20 aHnanuza xopowo paspabomana. Ilosmomy paspabomka 0606weHHOU Menmodorocuu 018 OUASHOCMUKU 00beKmos,
onucanue KOMOPLIX NPeOCmasnaemcs: GeKMOPOM KOIUYECTBEHHbIX NPUSHAKOG, AGNAEMCs akmyaibHou 3adauei. I[lockonbky
UHPOPMAYUOHHAS OUASHOCTNUKA — DO YeNeHANPABNIeHHAs 0essMeNlbHOCHb N0 OYeHKe COCIOAHU 00beKma UCCIe008aANHUSL HA OCHOBE
OUHAMUYECKOU UHGOPMAYUOHHOU MOOenU, NEPEOHAYATLHO DOPMATUZ08AHA MOOeNb 00beKma OUASHOCMUPOBAHUS NPU NOMOWU
MHOJICECMBA NAPAMEMPOS, 3HAUEHUs KOMOPLIX ONPeOeIsIOMCs 6PEMEHHbIMU CPe3AMU HA JTUHUAX HCUZHU OTISL KAANCOO020 IK3EMNIAPA
obvekma ouazHocmuposanus. Paspabomanvl memooonozuu ooHo-, 08yx- u N-utaz068020 OuasHocmuposauus Ha 6asze 3HaueHull
YEeHMPOUOO8 KAacmepos, 4mo O0dem 803MONCHOCMYb Haubonee NOIHO UCNOIb308AMb UMEIOWUECs OaHHbIE U OYEHUBAMb CMAMUKY
COCMOAHUL U OUHAMUKY USMEHeHUll 3mux cocmosuull. llpumenenue paspabomanuvlx Memoooao2uli NOKA3AHO HA Npumepe
OUASHOCTUKU YCNEeUWHOCIU CIYOEHMOS.

Kntouesvie cnosa: ungopmayuonnas OuasHoCMuKa; KidcmepHulil aHau3; OUdeHOCMUYecKull RPU3HAK; NaAmMmepH, mpeno
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