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CONSTRUCTION OF THE DIAGNOSTIC MODEL BASED ON COMBINING
SPECTRAL CHARACTERISTICS OF NONLINEAR
DYNAMIC OBJECTS

Abstract. The task of constructing diagnostic models for nonlinear dynamics objects solved in this work. The reasons for
increasing the dimension of the modern diagnostics objects description and related problems of using existing diagnostics methods
are considered. The purpose of this work is to increase the accuracy and reliability of nonlinear dynamic objects diagnosing by
forming diagnostic models in the conditions of increasing the dimension of the objects description for creating effective tools for
automated systems of technical diagnostics. It is offered a broad overview and classification of methods for reducing the dimension
space of diagnostic features including nonlinear dynamic objects with continuous characteristics and unknown structure, which can
be considered as a “black box”. The forming diagnostic models method of nonlinear dynamic objects based on the combination of
spectral characteristics obtained as the result of continuous models transformations: wavelet transformations coefficients and
models moments of different orders is proposed. The family of diagnostic models is proposed as combinations of dynamic objects
spectral characteristics with weak nonlinearity. The hybrid method of forming diagnostic models based on the combination of
spectral characteristics suggested. The method consist of sequential application of feature filtering for forming primary feature
space, construction of secondary feature space using the spectral transformations and diagnostic model construction by complete
bust of secondary features. It is developed a detailed algorithm for constructing diagnostic models using the proposed hybrid
method. The suggested method has been tested on real-life task of diagnosing a non-linear dynamic object — a electric motor.
Primary diagnostic model of the electric motor taken on the base of indirect measurements of the air gap between the rotor and the
stator of the motor. Diagnostic models constructed by combining the spectral characteristics of continuous models. The diagnostic
models family of the switched reluctance motor is offered. The method is demonstrate more independence of the accessibility
indicator then existing methods of the diagnostic feature space biulding: the samples, the moment and the coefficients of wavelet
transformations of the primary diagnostic models.

Keywords: nonlinear dynamic objects; diagnostic models; model reduction; spectral transformations

Introduction The use of existing ASTD is limited by the

With the increasing complexity of modern
objects and conditions of their operation in various
industries, medicine, economy, the role of automated
systems of technical diagnostics (ASTD) in the tasks
of timely and reliable determination of the technical
condition type of diagnostics objects (DO)
concerning the assessment of product quality,
minimization is increasing. maintenance costs, etc.

These processes lead to the active development
of technical diagnostics (TD) tools and methods [1-
2]. The great interest are the tasks of indirect control
and diagnosis of complex objects around the world,
based on nonlinear dynamic objects with continuous
characteristics and unknown structure, which can be
considered as a “black box” [3-4].

© Fomin, O. O., Pavlenko, V.D., Ruban, O.D.,
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contradiction between the accuracy of diagnosis and
the promptness of adjusting ASTD when using
diagnostic models of large dimensions. The large
dimensions and volumes of primary diagnostic
information accumulate provide high accuracy of
diagnosis, but this increases computational
complexity and reduces the speed of ADST setup.
Reducing the dimensionality and volume of primary
identification information increases the speed of
ADF setup, but reduces the accuracy of diagnosis.

The solution to this contradiction is a promising
and urgent scientific and technical problem, which
can be solved by constructing diagnostic models of
significantly smaller dimension (reduction of
information models), which provide high accuracy
of diagnosis.

The purpose of the work is to increase the
accuracy of diagnosing nonlinear dynamic objects
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by forming diagnostic models in the context of
increasing the dimension of the description of the
diagnostic objects to create effective diagnostic
tools.

Literature review

By 2010, the typical practical problems of
forming diagnostic models were limited to
dimensions of several dozen features, usually not
more than 40 [5]. The situation has changed
significantly over the last decade. The global volume
of data increases more than twice every two years
[6]. However, large amounts of data open up new
opportunities.

The main reasons for this growth are
technological advances and significant advances in
DataScience and BigData [7]. New technologies
have reduced the cost of creating, collecting,
classifying and managing information tenfold.

The concept of the Digital Universe and large
amounts of data have been the driving force behind
fundamental changes in social life, technology,
science and the economy. Significant advances in
these areas stimulate the development of applied
diagnostics problems with the dimension of the
vector of signs of DO in hundreds and even
thousands of units.

An example of a new challenge in the field of
modern industrial technologies of the Industry-4.0
level is to improve the process of diagnosing
components of technological equipment, in
particular, electric motors [8], which actuate
actuators. The magnitude of such a task increases
dramatically, bearing in mind that significant
amounts of technical information have been
accumulated over the years of monitoring and
control systems.

In the face of a sharp increase in the dimension
of tasks, the initial diagnostic data (primary
diagnostic information) is accompanied by the
presence of many redundant variables and a small
number of training examples, which negatively
affects the accuracy of diagnosis and the speed of
learning ASTD. Therefore, it is necessary to review
the effectiveness of traditional methods of forming
diagnostic models of DO.

An effective way of solving such problems is to
reduce the space of primary features — a technique of
preliminary data processing in the widely used data
mining [5-7; 9].

There are many potential benefits of this
approach: facilitating data visualization and
comprehension, reducing measurement and storage
requirements, reducing ASTD learning time and

diagnosis, and improving overall machine learning
algorithm performance.

This paper is an analytical review of existing
approaches to solving problems of reducing
diagnostic models and substantiating the use of
spectral characteristics for the construction of
diagnostic models of DO with continuous nonlinear
dynamic characteristics and unknown structure,
which can be considered as a “black box”.

Research materials

Traditional approaches to forming diagnostic
models can be divided into three categories [7]:
feature filtering, wrapping methods, and feature
embedding.

Feature filtering. Formation of diagnostic
models based on feature filtering consists in ranking
the features by certain evaluation criteria [7; 9-17].

This approach provides less time quadratic
complexity. These methods produce fast and
efficient results, which is important when processing
large amounts of data. In addition, the construction
of diagnostic models does not depend on the chosen
algorithm of learning ASTD and is performed before
its implementation.

A limitation of this approach is that it evaluates
the individual diagnostic value of each trait, without
taking into account the relationship between
individual low-informative traits, which together
may have good diagnostic value [11].

In addition, the disadvantage of this approach is
that its effective use requires a large amount of a
priori data, therefore, it is oriented towards the
operation of DO in certain operating modes and
ranges of external conditions. Expanding the scope
of practical applications, adapting to new functional
requirements, operating in a wide range of external
conditions leads to an increase in the a priori
uncertainty of the data about the object, and
therefore, to the reliability of diagnosis.

Wrapper of features. This approach provides
for the formation of diagnostic models, using them
to evaluate the ASTD learning algorithm that will be
used in the diagnosis process [18-20].

When looking for the best solution, a complete
search of all possible combinations of features is
possible, if their number is not very large. This
problem is NP-complex [21], and the search is
difficult to realize when increasing the number of
features describing DO. To overcome this drawback
and to ensure efficiency of the wrapping method for
a large number of traits describing DO, several
search strategies are used, including genetic
algorithms [21] and short-cut search methods [22]
with direct extension and backward extraction of
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features of the diagnostic model. In direct selection,
variables are gradually included in larger and larger
subsets of traits, whereas in the case of retrieval, the
set of traits is first considered, from which the least
valuable traits are gradually withdrawn.

The main advantage of the approach over
feature filtering is that it allows to consider
dependencies between the features and to form the
most valuable combinations of features for the
ASTD learning algorithm [20].

The disadvantage of this approach is the need to
re-teach ASTD when changing the ASTD learning
algorithm. In addition, the approach is prone to
retraining on small training datasets.

Embedding features. This approach is to select
valuable combinations of diagnostic features at the
same time as the learning process [23].

The computational complexity of embedding
methods is less than that of wrapping methods, but
greater than that of feature filtering. These methods
are quicker to reach the solution, avoiding the
retraining of the ASTD for each test subset of
features compared to the wrapping methods. Also,
embedding methods are less prone to retraining than
wrapping methods. The main limitation of
embedding methods is that they form a space of
diagnostic features depending on the classifier.
Therefore, the choice of the diagnostic model
depends on the hypothesis that the classifier makes
and is not suitable for other classifiers [24].

In view of the above, a tabular study of existing
approaches to the formation of diagnostic models of
ASTD was performed (Table 1).

In many tasks, reducing the dimensionality of
data by selecting a subset of primary attributes is an
important consideration in terms of processing and
interpreting the results. If these considerations are
not of fundamental importance, other ways of
reducing the dimensions of diagnostic models are
often considered. Better results are often achieved
with secondary features derived from primary
transformations [9-10; 15; 25].

The selection of secondary features thus creates
diagnostic models as a function of the primary
features, while the selection of features returns
subsets of the primary features.

There are a number of common methods for
constructing features, including: basic linear
transformations and more complex nonlinear input
transformations.

A tabular study of existing approaches to the
construction of ASDT diagnostic models is
presented in Table 2.

desired results. The reason for this is, first and
foremost, the greater or less a priori uncertainty of
the DO, the causes of which are the complexity of
the object (dynamic objects of different physical
nature, including continuous nonlinear
characteristics) and insufficient study of the
processes occurring in it, as well as the presence of a
large number of disturbing influences and obstacles
to the environment.

Currently, many authors use hybrid methods,
consisting of a combination of the approaches
considered, the results of which are promising.

Hybrid approach. Recently, this is one of the
popular approaches for forming diagnostic models.
The hybrid approach combines several methods to
take advantage of each of them to produce
satisfactory TD results. This approach usually
provides a fairly high diagnostic accuracy with low
computational complexity.

A hybrid approach to feature selection based on
consistent application of filtering and wrapping
techniques is an effective practice. In the first stage
of this approach, the most valuable subset of features
is selected by the method of filtering - global search
of the subset of features. At this stage, the number of
considered features is reduced to several tens. In the
second stage, the choice of the optimal from the
point of view of the reliability of diagnosing a subset
of features by the method of wrapping - local search
for a subset of features. This approach is well-
scalable for datasets consisting of many attributes.

This paper proposes a hybrid method of
constructing diagnostic models based on a
combination of spectral characteristics.

Hybrid method of forming diagnostic models
based on the combination of spectral characteristics

An effective method of describing nonlinear
and dynamic DO properties in the form of a feature
vector x is the parameterization of continuous
nonlinear and dynamic DO models f(t). In this case,
the function f(t) is represented by the vector of
diagnostic features X = (Xi,..., X,). Diagnostic
features can be obtained by pre-converting T;:
Cla, b] > R", (j=1,..., n): x;= Tj(f(z,..., w)); where
C[a, b] — is the space of real continuous functions
f(t) given by the segment [a, b]; a, b — are some real
numbers. As an operator T;  orthogonal
decompositions and integral transformations of
continuous models into vectors of coefficients of
basis functions can be used.

In practice, it is customary to use the sampling
operator as Tj:

When solving practical problems, the B
application of any method often does not lead to the x; = (), @)
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tj = jAt, where At — sample step.

Modern subsystems of registration of the
information which are a part of ASTD are capable to
make hundreds and even thousands of measurements
of responses DO in a second that provides
completeness of primary diagnostic data. In this case,
the measurement results are accompanied by the
abundance of excess data. Moreover, it is obvious that
the value of different sites of measured DO responses
for the diagnosis procedure is different. In [15; 25] it
is shown that the most informative regions of DO
responses are usually the regions carrying the highest
signal energy. In view of the above, the use of a

signal sampling operator to form a space of diagnostic
features is a little effective technique.

Another problem of constructing diagnostic
models of nonlinear dynamic DO is the lack of
“flexibility” of methods. To build diagnostic models
of continuous DO, it is a good practice to choose
spectral transformation methods. However, often,
especially when dealing with nonlinear dynamic DO,
it is necessary to evaluate both “local” signal
characteristics and “global” characteristics to
effectively use all the initial data. For example,
wavelet transformations are oriented to evaluate the
“local” characteristics of the signal, while the
moments of the signals represent its “global”
properties.

Table 1. Investigation of existing approaches to diagnostic models selection for ASTD

An approach to Feature The main characteristics | Advantages / limitations of the | Criteria for
feature selection of the approach approach the model
selection algorithms value
Filtering » Component * Based on internal data Advantages Statistical
analysis properties * Low computational tests
* Information * Runs once complexity
analysis * Performs before * High decision speed
« Extraclass / applying the model * Convenience of handling large
Intraclass training algorithm amounts of data
distance * Selects attributes Limitation
* Correlation regardless of classifier * Does not take into account the
analysis relationship between the
features
* Does not guarantee a better
solution: may miss out on
features that are valuable in
combination with other
features
Wrapping » Complete bust * Runs for each classifier Advantages Cross-
* Quasi-complete separately * Providing the best solution validation
bust * Provides a solution for * Identifying relationships
* Random bust the model training between features
(Monte Carlo) algorithm that is applied | Limitation
* Genetic * High computational
* Branches and complexity
borders * Low decision speed
* Tendency to retrain in a small
training dataset
Embedding * Decision trees * Selects features during Advantages Cross-
* Random forest model training » Average computational validation
* LASSO * Runs for each classifier complexity
* Artificial neural separately * Identifying relationships
networks * Provides a solution for between features
* Weighted SVM the model training * Slight tendency to retrain in a
vectors algorithm that is applied small training dataset
Limitation
* Does not guarantee a better
solution
* Low zoom
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Table 2. Investigation of existing approaches to diagnostic models building for ASTD

An approach Feature selection The main Advantages / Criteria
to feature algorithms characteristics of the limitations of the for the
building approach approach model
value
Linear * Principal * Based on internal data | Advantages Validation
transformations Component properties » Low computational
Method (Karunen- | < Runs once complexity
Loeva) * Performs before * High decision speed
* Factor analysis applying the model * Convenience of
* Discriminant training algorithm handling large
analysis * Selects attributes amounts of data
regardless of classifier |  Does not take into
account the
relationship between
the features
Limitation
* Does not guarantee a
better solution when
dealing with nonlinear
ODs
Spectral * Fourier transform | « Based on the intrinsic | Advantages Validation
transformations | * Wavelet transform properties of the * Low computational
* Moments signals complexity
* Runs once * High decision speed
* Performs before * Convenience of
applying the model handling large
training algorithm amounts of data
* Selects attributes * Good scaling
regardless of classifier | Limitation
* Does not take into
account the
relationship between
the features
* Focuses on smooth
signal processing
Nonlinear » Kohonen self- * Runs for each Advantages Cross-
transformations organizing maps classifier separately * Providing the best validation

* Autocoding
(neural networks
direct distribution)

+ Convolution
neural networks

* Provides a solution for
the particular model
training algorithm that
is applied

solution

* Identifying
relationships between
features

Limitation

* High computational
complexity

* Low decision speed

* Tendency to retrain in
a small training dataset

In order to increase the reliability and noise
immunity of the diagnostic procedure, diagnostic
models are proposed that combine the features
obtained by wavelet transforms x. = (Ci,..., C,) of

continuous DO models [25] and features obtained

from moments of different orders x, = (p,..., W)
continuous DO models [15].

In view of the above, the paper offers a hybrid
method of forming diagnostic models based on the

ISSN 2617-4316 (Print)
ISSN 2663-7723 (Online)

435




Applied Aspects of Information Technology

2020; Vol. 3 No.1431-442

Simulation of Physical Objects and Processes

combination of the specified spectral characteristics
of nonlinear dynamic DO. The method consists in
sequential execution of the following steps (Table 3).

In the work, the effectiveness of the selected set
of features was evaluated by the results of the
solution of the problem of classification of objects of
the examination sample with the help of a decision
rule built by one of the algorithms.

Construction of a diagnostic model of a
switched reluctance motor. The task of diagnosing
switched reluctance motor (SRM) is to build a
diagnostic model of the drive based on indirect
measurements of the air gap & between the rotor and
the stator of the motor. Direct measurements are
unacceptable because they are time consuming and
require decommissioning of SRM at the time of
inspection.

To estimate the magnitude of the air gap &
between the rotor and the SRM stator, it is proposed
in [26] to use data of the side input-output
measurements, on the basis of which the model is
constructed in the form of multidimensional weight
functions (MWF) w (11 ,..., ©) [27]. A block
diagram of the organization of the experiment
“input-output” in the problem of diagnosing ARF is
shown in Fig. 1. The input signal x(t) (input voltage
U,) is specified by the diagnostic signals generator
DSG, the output signal y(t) (phase current I, at
which the air gap & between the rotor and the stator
is measured) is measured by the recording device
RD recording device.

Table 3. Stages of the hybrid method of diagnostic models building based on the combination of spectral
characteristics of nonlinear dynamic ODs

Stage
Ne Name

Description

1. | Preparation of a
discrete training sample
sample

Obijective: to obtain a discrete training sample x
Input: models fi(t), i=1,2,...

Model: sampling operator (1)
Output: training sample x

,m — number of DO models in the training

2. | Feature filtering

Obijective: to obtain primary diagnostic space
Input: training sample x

Model: information entropy

Output: diagnostic features x;, j=1,2,...,

k, k<n, ranked by value

3. | Building a secondary
feature space

X, UX,

Obijective: to obtain a secondary diagnostic space

Input: a training sample of the k most valuable diagnostic features

Model: spectral transforms: wavelet transforms x. and moments X,

Output: Combining spectral features: wavelet transforms and moments x =

4. | Diagnostic features
wrapping
UX,

Obijective: to build a diagnostic model
Input: combining spectral features: wavelet transforms and moments x = x,

Output: a complete mix of spectral characteristics and Bayesian training
Buxio: diagnostic model

5. | Estimation of
parameters of the DO
diagnostic model

Obijective: to evaluate the quality of the diagnostic model

Input: examination sample based on feature vector

Model: expression for validity, error of 1,2 kind, sensuality, specificity
Output: the value of validity, error of 1.2 kind, sensitivity, specificity

x(1) | ) (LS
AL DSGF——+| - . L
L %oz

m

/(I) 1.A1)

v W)
-' Rl)’ - I)H

Fig. 1. A block dlagram of the indirect measurements organization in the problem of SRM diagnosing
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The identification of SRM in the form of
MWEF is carried out using the simulation model of
the engine VREP — 57-005 (rated torque — 0.04 Nm,
rated voltage — 24 V, maximum rpm — 4000 rpm),
which specifies an implicit description of input-
output at a fixed rotor position in the form of a
system of equations:

U—IRer‘Pqb
o~ loltoT ="

Td):fl (9,9)

2)

where: U 4 (t) — voltage (input variable); | (t) —

current (measured response of SRM, output

variable); Rg— resistance; W — phase coupling;
® is the angle of rotor position relative to the stator.

According to [21], on the basis of the
simulation model, nonlinear dependences (1) are
obtained for the angle of position of the rotor

relatively the stator ® = 30%and the three air gaps
between the rotor and the stator: nominal én = 0.15
mm and & = 1.36n and 6 = 1.66n corresponding to
the increase by 30 % and 60 % relative to the
nominal. The numerical calculation of the
dependences (2) is performed on the basis of the
FEM field mathematical model.

Analytical expressions for MWF [28-30] of
the first wy(t) order and diagonal cross sections of
MWF of the second order w,(t,t):

_ B -
wy (t):e (1[’ wz(t’t):a (e 200 _ e 0,[)' (3)
w, ()

\ - class A
os |\ class €
os | \\

R\

04 £\
02| "\
D! . & ‘A"’:.:A':D‘n’._:u(.;.\.'.:.‘.h-‘——f~

0 5 10 15 X107 s

Training sample in the form of first-order
MWF w(t) (Fig. 2a) and diagonal cross-sections of
second-order MWF w,(t,t) (Fig. 2b) for different
values of the air gap & are obtained for various
SRM states and divided into 3 classes (Table 4) by
100 elements in each class: for de [6n, 1.30n]
(normal mode — class A), de (1.30n, 1.60n] (fault
mode class — B), 6> dn (emergency mode — class
C), én is the nominal value of the air gap 6.

Table 4. Formation of training sample classes
depending on the air gap value &

State | Operating The value of an air
class mode gap 6
A Normal S€[8y, 1.38,]
B Fault de(1.38,, 1.66,]
C Emergency 5>1.69,

In Fig. 3 presents the calculation of the
diagnostic value of I primary signs of DO — n
samples of first-order MWF w,(t) (Fig. 3, left) and
diagonal cross-sections of second-order MWF
w,(t,t) (Fig. 3, right). The diagnostic value of the
samples was determined as the information entropy
H(x) [6] by the expression:

H(x)= Z pi log,p;. 4)
i=1

Wy 1) |
B + g k}ii\\ l\
< X\ class B
041 11\ ™\ class C
] 'ln
03} 1
02|
01
0 = : ,.-Ll:"ﬂ‘."r.;';.';':..‘i.r:f‘.‘:_.‘tx
5 10 15 (23 LR

Fig. 2. On the left — are first-order MWF wy(t);
on the right — are diagonal cross sections of second-order MWF w,(t,t) at different values of the air gap 6
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Fig. 3. Diagnostic value of samples:
on the left —first-order MWF wy(t);
on the right — are diagonal cross sections of second order MWF wi(t,t)

The reliability index P (probability of correct
recognition) of the formed spaces of diagnostic signs
is investigated: readings x=f(ty), t=kat, k=1,10
first-order MWF w;(t) (diagnostic space Y;) and
diagonal sections second-order MWF  wy(t,t)
(diagnostic space Y,), moments X, r = 0,1,2,3 first-
order MWF w;(t) (diagnostic space M;) and
diagonal cross-sections of MWF of the second order
w,(t,t) (diagnostic space M), wavelet transformation
Xy 1 =1, ..., 9 first order MWF w;y(t) (diagnostic
space W,) and diagonal sections of second order
MWF w,(t,t) (diagnostic space W,).

Results of investigations of reliability of
diagnostic models depending on various errors of
measurement of reaction of system: 1, 3, 5 and 10 %
are presented in Table 5 and in Fig. 4.

Diagnostic spaces Yi, Y, have sufficient
reliability, which during the interference is
significantly reduced. Diagnostic spaces M;, M, and
Wy, W, make it possible to increase the accuracy of
diagnosis, which decreases more slowly than in
diagnostic spaces Y3, Y, as the noise level increases.

To improve the accuracy of diagnosis, we
consider a model based on the combination of

spectral characteristics: moments and wavelet
transform signals x,, U X, r=0,1,2,3, i=1,....9
(diagnostic space MWy, MW,).

The space of the diagnostic oznak MW,
demonstration of zavadostiykist, nizh inshi
rozljanyut expanse: vidliki, moments that wavelet
re-creation of the first non-interrupted DO models.

Conclusions

The article discusses the practical aspects of
nonlinear dynamics objects diagnostics taking into
account the processes of feature selection and
classification for objects of different nature.

In this work has successfully solved the task
of improving the availability of diagnostics of non-
linear dynamic objects in order to formulate the
diagnostic models in the minds of the most detailed
description of the problems and the need for further
diagnosis.

In order to reach the metadata, a look was
made into the methods for formulating the
diagnostic models of DO, including non-linear
dynamic characteristics.

Table 5. Accuracy of DO diagnosis, depending on the evaluating model level of interference ¢

Interference level g, %

Diagnostic space | Diagnostic features 0 1 3 5 10
Y X1, X2, X3, X4 0,993 0,981 0,936 0,885 0,825
M; Xu1s X2, Xu3 0,994 0,988 0,980 0,954 0,927
W, Xe1s X2y Xe3, Xea 1 0,995 0,990 0,973 0,946
MW, Xu2s Xc2s Xe3s Xea 1 1 0.990 0,981 0,963
Y X1, X2, X3, X4 1 0,998 0,995 0,987 0,979
M, Xu1y X2, X3 1 0,999 0,997 0,994 0,993
W, Xty Xe2y Xe3y Xea 1 1 0,999 0,996 0,995

MW, Xu2s Xc2s Xe3s X4 1 1 1 1 1
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Fig. 4. Diagnostic value of models:
on the left — counts of first-order MWF w;(t) (Y1), its moments (M), wavelet transform (W), moment
combination and wavelet transform (MW,);
on the right — are the readings of diagonal cross sections of second-order MWF w,(t,t) (Y2), its moments
(M,): wavelet transform (W,), moment combination and wavelet transform (MW,)

It has been established that the methods of
filtering are more efficiently enumerated. Methods
of clipping and vbudovuvannya oznak slid
vikoristovuvati, if you need to know the diagnosis
simple, adaptations to the singing algorithm to start.
Gibridny pidkhid vikoristove overtaking
rozgljanyutih methods.

The analysis of basic methods and the
remaining trends in the field of encouraging
diagnostic models allowed the problem of increased
reliability and diagnosis of non-linear models in the
first place to be fully understood. In such minds, the
method of filing is not secure, the task of diagnosis
is determined, and the method of clipping is the
most important, because it is important to assess the
complexity of tasks (damn it).

So, having discredited the  furthest
development, the method of diagnosis of non-linear
dynamic objects with a whip of the last consecutive
methods of filtering and chipping. At the first this
method, we’ll have to vibrate the most significant
number of signs using the filter method for the next
little sign. On the other hand, it’s healthy to vibrate
optimally from the point of view of reliability and
diagnostics of signs based on a combination of
spectral characteristics by the method of clipping.

The suggested method has been tested on real-
life task of diagnosing a non-linear dynamic object —
a electric motor. The method is demonstrate more
independence of the accessibility indicator then
existing methods of the diagnostic feature space
biulding: the samples, the moment and the
coefficients of wavelet transformations of the
primary diagnostic models.
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®OPMYBAHHSA JJIATHOCTUYHUX MOJIEJIE HA OCHOBI
KOMBIHYBAHHS CHHEKTPAJIBHUX XAPAKTEPUCTHUK
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Anomauia. B pobomi eupiuyemovcs 3a0aua no6yoosu OiacHOCMuuHUX Mooeneti 011 00'cKmie HeniHiliHOT OUHAMIKUL.
Pozensnymo npuuunu 30i1buenHss POZMIDHOCIE ONUCY CYHACHUX 00'€kmis OlacHoCmysanHs I noe's3ami 3 yum npoodremu
BUKOPUCIAHHA ICHYIOUUX Memodie Oiacnocmuku. Memoto pobomu € nidguwyenHs O00CMOGIPHOCMI OIiA2HOCMYBAHHA HENIHIHUX
OUHAMIYHUX 00 €KMi6 WaAAXoM QOpMYSAHHA OiAeHOCMUYHUX MOOenell 8 YM0o8ax 30iNbUieHHs pPO3MIpHOCMI onucy o00'ekmig
oiaznocmyeanHs 05l CMEOPeHHs. eqheKMUSHUX THCIMPYMEHMANbHUX 3aC00i8 A8MOMAMU308AHUX CUCTNEM MEXHIYHO020 0id2HOCIYBAHH
00 'exkmis pizHoi npupoou. Hasedeno wiupoxuii 0enad i kiacugixayito Memooie 3HUNCEHHS POIMIPHOCTI NPOCMOPY OiA2HOCIMUYHUX
03HAK, 8 MOMY YUCHL, ONSl HENIHIIHUX OUHAMIYHUX 00'€KMIB 3 HenepepeHUMU XaPAKMePUCIUKAMU MA He8I0OMOI0 CIMPYKMYPOIO, 5K
MOJCHA PO32TAOAMU K «HOPHY CKPUHBKYY. 3aNpONOHOBAHO MEMOO (opmysanhs 0iazHOCMUYHUX MOOeel HeNIHIIHUX OUHAMIYHUX
06'exmié Ha OCHOBI KOMOIHY8AHHA CHEKMPATLHUX XAPAKMEPUCUK, OMPUMAHUX 6 Pe3Ybmami nepemeopeHs HenepepeHux Mooenei.
Koegiyicnmis eeligiem-nepemeopenb ma MOMEHmMI6 PIHUX NOPSAOKi6 O00CHiONCy8anux Mmoodenel. 3anpononoéano cimeicmeo
OdiaeHocmuyHUx mooenel y uenaoi KOMOIHAYI CReKMpPATbHUX XAPAKMEPUCMUK OUHAMIYHUX 00 €Kmig 3i cIabKoW HeniHitiHICmIO.
3anpononogano 2ibpudHUll Memoo BOPMY8aHH OIASHOCTMUYHUX MOOenell Y 8ueisidi KOMOIHAYILl CNeKMPATbHUX XapaKmepucmux.
Memoo ckradaemvca 3 NOCAIO08HO20 3ACMOCY8AHHA Dinbmpayii 03HAK 0 POPMYBAHHS NEPEUHHO20 NPOCMOPY OIACHOCHUYHUX
03HAK, N06YO08U NPOCMOPY 6MOPUHHUX O3HAK 3A OONOMO20H) CHEKMPATbHUX NepemeopeHb ma nobyoosu 0iazHoCmuyHoi mooeni
Memooom 0bepmanHs 3 BUKOPUCMAHHAM Memooy NO8HO20 nepebopy emopunnux oswak. Haeedeno noxpoxoeuil aneopumm
@opmysanns diaeHoCMuYHUX MoOenel 3a 00NOMO2010 3aNPONOHO8AHO20 2IOPUOHO20 Memody. 3anponoHosaHUll Memoo anpobo8ano
Ha peanbitl 3a0a4i 0laeHOCMYSaHHA HENIHITIHO20 OUHAMIYHO20 00'ckma - eneKmpuyHo2o osuzyna. Ilepsunna diaenocmuuna mooeisb
eNeKmpoOsUSyHa OMPUMAHA HA OCHOBI HENPAMUX SUMIDIOBAHL NOGIMPAHOZ0 3A30pY MIdC DOMOPOM I CMAMOPOM OBUSYHA.
Hiaenocmuuni mooeni, no6y008ani NOEOHAHHAM CHEKMPATbHUX XAPAKMEPUCTIUK be3nepepsHux Mooenell. 3anponoHo8ano cimelucmso
OdiacHoCmMuUYHUX MoOdenell eleKmpuyHo2o 0ucyna. Memod demoncmpye Oinvuty 3a8a00CMIliKiCmb NOKA3HUKA OOCOGIPHOCTI, HIdHC
icHytOui Memoou no6y008uU NPOCMOopi6 JideHOCIMUYHUX 03HAK: BIONIKIG, MOMEHM ma KoeiyicHmie eetignem nepemeopets NepeuHHUX
diaznocmuynux mooeneil.
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®OPMHUPOBAHUE JTUATHOCTUUYECKOM MOJIEJIA HA OCHOBE
KOMBUHUPOBAHUSA CHEKTPAJIBHBIX XAPAKTEPUCTUK HEJIMHEUHBIX
JUHAMHUYECKHUX OFBEKTOB

Annomayua. B pabome pewaemcs 3a0aua nocmpoeHuss OUuazHOCmudeckux mooeneill 0isi 06vbeKmos8 HeluHeUHou OUHAMUKIL.
Paccmompenvt npuyunbl yseaudeHus pasmMepHOCHU ONUCAHUA COBPEMEHHBIX 00bEeKM08 OUACHOCIMUPOBAHUSA U CEA3AHHbIE C IINUM
npobnemMbl UCHONL30BAHUA CYWECBYIOWUX Memo008 oduazHocmuku. Llenvlo pabomul s61semcs nosvluleHue 00CHOSEPHOCTU
OUACHOCMUPOBAHUST HENUHEUHbIX OUHAMUYECKUX 00beKmog nymem QopmMuposanus OUASHOCMUYECKUX MOoOeiell 8 YCAOBUSX
VBeIUYeHUs. PA3SMEPHOCIU ONUCAHUA 00BbEeKmMOo8 OUASHOCMUPOBAHUs O/ CO30aHUs 3PPEKMUBHBIX UHCMPYMEHMATbHLIX CPeOCms
A6MOMAMUSUPOBAHHBIX CUCTIEM MEXHUYECKO20 OUACHOCIMUPOBAHUS 00beKMO6 pasiuyHol npupoobl. Tlpusedensvi wupokuii 0630p u
KACCUDUKAYUIO MEMOOO8 CHUICEHUS PAZMEPHOCIU NPOCMPAHCNBA OUASHOCIMUYECKUX NPUSHAKOS, 8 MOM Yucie, Ons HeluHelHbIX
OUHAMUYECKUX 00BEKIMOE C HENPEePbIEHbIMU XAPAKMEPUCTNUKAMU U HeU3BECIMHOL CIMPYKMYPOUl, KOMOPble MONCHO PACCMAMPUBANb
Kax «uepHulll suyuky. IIpednodicen memoo (popmuposanuss OUASHOCMUYECKUX MOOe/ell HEeIUHEHbIX OUHAMUYECKUX 00BeKmos Ha
0CHOBE KOMOUHUPOBAHUS CNEKMPATIbHBIX XAPAKMEPUCMUK, NOJYYEHHbIX 6 pe3yibmame npeodpaso8aHuil HenpepblHbIX MoOenell.
KO uyuenmos setigiem-npeodpazo8anuil U MOMEHMOS PA3IUYHBIX NOPAOK08 ucciedyemvix mooenei. [Ipednosceno cemeticmeo
ouazHocmuueckux Mmooenell 8 6uoe KOMOUHAYUN CHEeKMPANbHBIX XAPAKMEPUCTHUK OUHAMUYECKUX O00beKmoe co  caaboll
Heaunetinocmoio. [Ipednosicer ubpuoHbIll Memoo GopMUPOBAHUS OUASHOCIMUYECKUX MOOerel 8 GUde KOMOUHAYUL CNeKMPAIbHbIX
xapakxmepucmuk. Memoo cocmoum u3 nOCIe008amenbHO20 NPUMEHeHUs QUILMPAYUL NPUSHAKOS 0N YPOPMUPOBAHUS NEPBUUHO20
nPOCMpaHcmea OUASHOCIMUYECKUX NPUSHAKOS, NOCMPOEHUs NPOCMPAHCMBA GMOPUYHBIX NPUSHAKOE C NOMOWbIO CHEKMPATbHbIX
npeodpazoeanull U NOCMPOeHUs OUASHOCIUYECKOU MOOelU MEemoOOM 6PAWeHUs C UCNONb306aHUEM Memood NOTHO20 hepebopa
6MOpUUHLIX  NpuU3HaKos. IIpusedenvl nNOWA206bLL  ANOPUMM  DOPMUPOBAHUA  OUASHOCTIUYECKUX MoOeNell ¢  NOMOWbIO
NpPeonoHCeHH020 eubpuUOHo20 memoda. Ilpednoscennvliii Mmemoo anpoduposan Ha peanvbHoll 3a0aye OUAeHOCTNUPOBAHUS HETUHEIHO20
OUHAMUYECKO20 00beKma — dleKmpuieckoeo ogueamens. Ilepsuynas OuasHOCMu4eckas Mooenb 1eKmpoOsueamens noayyeHd Ha
OCHOBE KOCBEHHBIX UBMEPEHULl B8030VUHO20 3a30pa MeXCOy DOMOPOM U CMamopom ogueamens. JuasHocmuueckue Mooen,
HOCMPOEHbl COUEMAaHUeM CHeKMPAalbHbIX XAPAKMEPUCUK HenpepbiHbix Mooenei. IIpednodceno cemelicmeo OuaeHOCMUYecKux
Mooenetl dneKmpuieckozo osueamens. Memoo demoHcmpupyem 00IbUYI0 HOMEXOYCMOUNUEOCHb NOKA3AmMeNs 00CMOBEPHOCIIU, YeM
cywecmeyioujue Memoobl NOCMPOEHUs. NPOCMPAHCING OUAZHOCMUYECKUX NPUSHAKOS: OMCHemos, MOMEHm U Kodphuyuenmos
6ell61em-npeodpazoeanuil NePEULHbIX OUACHOCMUYECKUX MOOeNel.
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