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ABSTRACT

Three main approaches to building computer systems are analyzed and allocated: software, hardware, and problem-oriented. A
problem-oriented approach was chosen for the implementation of CNN. This approach uses a processor core with hardware
accelerators that implement basic CNN operations. The development of computer systems for the implementation of CNN should be
carried out based on an integrated approach. This approach includes a modern element base, existing hardware, and software for the
implementation of the CNN; methods and algorithms for the implementation of CNN; methods, algorithms, and VLSI structure for
the implementation of basic operations of the CNN; methods and means of computer-aided design of hardware and software focused
on the implementation of CNN computer systems. For the development of computer systems for the implementation of CNN chosen
approach, which includes: variable composition of equipment; use of the basis of elementary arithmetic operations; organization of
the process of calculating the scalar product as execution single operation; pipeline and spatial parallelism; localization and
simplification of links between the steps of the conveyor; coordination of the time of formation of input data and weighting
coefficients with the duration of the conveyor cycle. It is shown that in order to reduce the processing time of large images, it is most
expedient to use parallel-stream VLSI -implementation of basic operations. The modified Booth algorithm for forming partial
products in a parallel-threaded computing device is selected, which decreased the number of steps in the pipeline. The method of
group summation has been improved, which, with multi-input single-digit adders, combined according to the principle of the Wallace
tree, provides a reduction in summation time. The method of parallel-flow calculation of scalar product in a sliding window is
developed, which, by coordinating the time of receipt of columns of input data and weighting coefficients with the duration of the
conveyor cycle, provides high efficiency of equipment use and calculations in real-time. The main ways regarding coordination of
the time of receipt of input data columns and weighting coefficients with the duration of the conveyor stroke of hardware that
implement two-dimensional convolution are determined. The hardware structure for the realization of two-dimensional convolution
in a sliding window, which is focused on VLSI- implementation with high efficiency of equipment use, has been developed.
Programmable logic integrated circuits selected for the implementation of hardware accelerators. Single-bit 7, 15, and 31 input
adders were developed and modeled on the basis of FPFGA EP3C16F484 of the Cyclone 111 family of Altera company, and an 8-input
7-bit adder was synthesized on their basis.

Keywords: Convolutional neural networks; hardware accelerator; problem-oriented approach; parallel-stream
implementation; multi-input adder; scalar product; two-dimensional convolution
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INTRODUCTION Each filter has small parameters (width and
length) and runs through the entire input image.
During the passage, each filter slides along the width
and length of the input data and calculates the scalar
product between the values of the filter parameters
and the values of the image parameters. As the filter
passes through the width and length of the image, a
two-dimensional activation map is compiled, which
provides a response of this filter at each spatial
position.

Algorithms of CNN can be implemented by
software or hardware. Each of the means of

Convolutional neural networks (CNN) are a
class of deep artificial neural networks of direct
spreading, which is focused on effective image
recognition and video analysis. The CNN consists of
layers of input, output and a number of hidden
layers (convolutional, aggregative, fully connected
and normalization). The main layer of CNN is the
convolution layer, which is the basis of the network
[1, 2]. The parameters of the convolution layer
consist of filters set for training.

implementing CNN has its advantages and
disadvantages.
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The advantages of software implementation are
flexibility in replacing and modifying algorithms, and
the main disadvantage is low speed. The advantages
of the hardware implementation of the CNN
algorithms are high speed, which is achieved due to
the specialization and parallelization of processing.
Hardware implementation is used in the case when
the algorithms are fully worked out and they will not
change during operation. The disadvantages of this
implementation are the complexity of modifying and
changing processing algorithms and high hardware
costs. The implementation of CNN using only one of
these tools is rare. Mainly for the implementation of
CNN used problem-oriented approach, which
involves a combination of software and hardware.
The process of combining software (universal) and
hardware (specialized) provides high efficiency of
equipment use and reduces the implementation time
of the CNN. With this approach, the implementation
of the CNN with the specified technical parameters is
reduced to supplementing the processor core with the
necessary hardware accelerators that implement basic
time list operations of the CNN. Such operations
include calculating the scalar product in the sliding
filter (two-dimensional convolution) with the window
size mxm pixels.

1. ANALYSIS OF LITERARY DATA AND
PROBLEM STATEMENT

Analysis of approaches to the construction of
computer systems focused on the implementation of
CNN [1, 2], [3] showed that from the set of existing
approaches can be distinguished the following:

o the first is a software implementation based
on a neurosignal processor, digital signal processing
processor, SoC system-on-chip or general-purpose
processor;

¢ the second — hardware implementation in the
form of specialized systems, the architecture and
organization of the computing process in which
reflects the structure of algorithms for the
implementation of the CNN;

e the third is a  problem-oriented
implementation using a processor core supplemented
by hardware accelerators that implement basic CNN
operations.

The disadvantages of the first approach are low
speed, functional and structural redundancy of
computer tools [4, 5], [6]. The disadvantage of the
second approach is the greater hardware complexity
[7, 8]. The third approach provides high efficiency
of equipment use and adaptation to the requirements
of a particular application [9, 10].

Analysis of the element base in hardware
accelerators CNN  shows that for their
implementation it is advisable to use systems on a
chip SoC and programmable logic integrated circuits
such as FPGA.

The characteristics of the hardware accelerator
for calculating two-dimensional convolution largely
depend on approaches to the hardware
implementation of the scalar product calculation
operation. Analysis of work [2, 5] shows that there
are two approaches to the hardware implementation
of the operation calculating scalar products. The first
of them is based on multiplication and addition
operations, and the second is based on elementary
arithmetic operations of addition, inversion and
shift. The first approach is mainly used to calculate
the scalar product as a set of multiplication and
addition operations. This approach does not provide
optimization of the device structure and its time
parameters. Using the basis of elementary arithmetic
operations and the multi-operation approach
optimizes structure of device in terms of speed and
hardware costs. The basis of algorithms for
calculating the scalar product using the multi-
operand approach and the basis of elementary
arithmetic operations is the formation of partial
products with their subsequent addition.

The analysis of device structures [5, 12], [13],
which are used to implement algorithms for
calculating scalar and basis elementary arithmetic
operations showed that two types of structures are
used for implementation: recursive and non-
recursive. A structural feature of recursive devices is
the presence of inverse relationships. In such
devices, the calculation of the scalar product is
carried out in several iterations, the number of which
is determined by the algorithm for forming partial
products. The disadvantage of recursive devices for
calculating the scalar product is relatively low speed.

Non-recursive devices have greater speed, a
feature of which is the absence of inverse
connections.

Such devices are divided into two classes:

— the first is matrix, which uses parallel
formation and summation of all partial products;

— the parallel-thread approach is parallel-
streaming, which uses sequential formation and
addition with the corresponding offset of partial
products.

The disadvantage of matrix devices for
calculating the scalar product is the heterogeneity of
the structure. Parallel-stream devices for calculating
the scalar product have a homogeneous structure

14 Information systems and technology

ISSN 2617-4316 (Print)
ISSN 2663-7723 (Online)



Tsmots I. G., Berezsky O. M., Berezkyy M. O. / Applied Aspects of Information Technology

2023; Vol.6 No.1: 13-27

with regular couplings and are more focused on
VLSI implementation.

From the analysis of the literature [5, 14], [15]
it follows that the speed of parallel-stream devices
for calculating the scalar product largely depends on
the speed of implementation of group summation of
operands.

In [5, 16], [17] the horizontal model of group
summation, which has a relatively low speed, is
considered.

In articles [18, 19], [20-27] hardware
accelerators for CNN based on FPGAs. The problem
of improving FPGA-components developed for
critical application systems is discussed in articles
[28, 29]. Applied aspects of the application of deep
neural networks are analyzed in [30].

Consequently, the analysis of literature data
showed that the development of highly efficient
hardware accelerators for the implementation of
two-dimensional convolution requires  the
improvement of the method of group summation, the
development of a new method and structure of
parallel-flow calculation of the scalar product in a
sliding window.

Therefore, the actual problem is the
development of a problem-oriented computer system
for the effective implementation of the CNN main
operations.

GOAL AND RESEARCH OBJECTIVES

The purpose of the research. The purpose of
the research is to develop a method, algorithms and
structures to increase the efficiency of equipment
use in the hardware implementation of two-
dimensional convolution in a sliding window.

The objectives of the research are as follows:
analysis of literary data; principles selection of
construction and development of the computer system
basic structure focused on the implementation of
CNN; development of methods and algorithms for the
implementation of two-dimensional convolution for
the hardware accelerator of the CNN; development of
the structure of a parallel-flow device for calculating
the scalar product; development of the structure of
hardware for the implementation of two-dimensional
convolution; implementation of a multi-input adder
on FPGA.

The object of research is the processes of
parallel-stream calculation of two-dimensional
convolution in a sliding window.

The subject of research are methods,
algorithms and structures of hardware components
for calculating two-dimensional convolution in a
sliding window.

2. MAIN RESEARCH
RESULTS
2.1. Basic structure of a computer system
based on an integrated approach

The development of computer systems focused
on the implementation of CNN was carried out
based on the integrated approach, which covers:

e modern element base, existing hardware and
software for the implementation of CNN;

e methods and algorithms  for  the
implementation of CNN;

o methods, algorithms and VLSI structures for
the implementation of basic CNN operations;

e methods and tools for computer-aided
design of hardware and software focused on the
implementation of CNN computer systems.

The development of computer systems and
hardware accelerators for the implementation of
complex basic operations of the CNN is based on
[5]:

e variable composition of equipment, which
provides for the presence of a processor core and
replaceable hardware modules that implement basic
CNN  operations with great computational
complexity;

e modularity, which involves the development
of hardware accelerators in the form of modules that
have access to a standard interface;

e use of the basis of elementary arithmetic
operations for VLSI-implementation of basic
operations of CNN;

e organization of the calculating process in
scalar product as a single operation,;

e pipeline and spatial parallelism in the
implementation of CNN and basic operations;

e of the conveyor steps in the implementation
of the scalar product;

e localization and
between conveyor steps;

e ensuring a balance between input-output and
calculations;

e minimization of the external communication
interface.

The basic structure of a computer system
focused on the implementation of CNN is presented
in the form of a constant particle — processor core
and variable part — hardware accelerators that
implement complex basic operations of the CNN [3,
5]. The basic structure of a computer system focused
on the implementation of CNN is shown in Fig. 1.

The symbols are as follows: MPM — multiport
memory; BO is a basic operation.

simplification of links
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Fig. 1. The basic structure of a computer system focused on the implementation of CNN
Source: compiled by the authors

The main components of a computer system are
the processor core, a set of hardware accelerators
that hardware-implement control algorithms for BO
implementing CNN and MPM.

The processor core is designed to control the
computational process and implement parts of the
CNN algorithms in which logical operations and
heterogeneous calculations prevail. Such a core can
be implemented on the basis of a neural signal
processor, digital signal processing processor,
system-on-chip SoC or general-purpose processor.

In a computer system, MPM is used to reduce
time and synchronize the exchange between the
processor core and hardware accelerators. The use of
MPM provides: conflict-free data exchange, high
speed transfer of data, the ability to change the width
and time of memory access, work with different
speed hardware accelerators and the ability to
simultaneously connect the necessary hardware
accelerators. The peculiarity of MPM is independent
sets of address and data that come from the
processor core and hardware accelerators.

2.2. Method and algorithms
dimensional convolution for the
accelerator CNN

of two-
hardware

The initial information for the development of a
hardware accelerator to perform the operation of
calculating a two-dimensional convolution is:

e image size;

e the size of the filter window;

¢ intensity of input data and weights;

¢ interface requirements;

e Dbit depth of input data, weights and accuracy
of calculations;

e technical and economic requirements and
restrictions.

In parallel-flow structures, data is processed
according to the pipeline principle [5]. Pipelining
involves dividing structures into steps, each of
which consists of two blocks — operational and
buffer memory. Management of parallel-stream
means is reduced to the issuance of clock pulses that
move data from input to output, writing intermediate
results to buffer memory. The frequency of receipt
of clock pulses is determined by the time of melting
to the buffer memory and the delay time at the
operating unit.

In  parallel-stream  calculation of two-
dimensional convolution in a sliding filter with a
window of mxm pixels, the input data (pixels) Xy
and the weights Wy; (j =1, ..., m; k=1, ..., m) come
simultaneously to all inputs in parallel binary code
with a fixed point.

The calculation of such a two-dimensional
convolution reduces to the calculation of the scalar
product for the j input column:

m
Zi = 2 Wi Xy 1)
o

and summing in the sliding window m the results of
calculating the scalar product according to the
formula:
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m
Y=2>7. (2)
k=1
To implement a hardware accelerator, it is
necessary to develop algorithms for parallel-stream
calculation of the scalar product and group
summation.

2.2.1. Method and algorithms of parallel-stream
calculation of scalar product

For a parallel-stream VLS implementation, the
parallel-thread calculation algorithm of the scalar
product must be structured, recursive, and locally
dependent.

The parallel-stream calculation of the scalar
product must be performed on the basis of
operations of the same type, which reduces to the
formation of macroparticle products Pun and their
addition to previously accumulated amounts in
accordance with the formula:

Z,= 27" Zy 1+ Pun, (3)

where Z;=0.

The operation of forming the macro partial
product Pwn and its addition according to the
formula (3) are realized by h step of the pipeline.
The number of steps of the pipeline is determined by
the bit depth of the operands n and the number of
digits k, which are analyzed to form macroparticle
products Pwn.

The formation of the h™" macro partial product

Pwn (h=1, ..., r, where [ [ w [ ] is the sign of

rounding to a larger integer) is performed by
summing the group partial products, which are
obtained by analyzing k digits in accordance with
the formula:

Pon =0 W, X 0y +27W, X, +... 42 CDW, X ) =
j=1

= Z P, 4)

For parallel-stream calculation of the scalar
product, it is advisable to use algorithms for
analyzing lower digits to form partial products. The
structure of the pipeline step depends on the number
of analyzed bits k and algorithms for forming group
partial products Pj,. Most often, a modified Booth
algorithm is used to form partial products.
Calculating the scalar product using the modified
Booth algorithm to form partial products involves
partitioning factors X; on groups of three digits, so
that neighboring groups have one common digit
[5,17]. The division of factors X; into groups is

carried out from the lowest digits, and the lowest
digit of the youngest group is always supplemented

by zero.
For each q group of bits (g=1, ..., r r{”}) of
k
factors Xir-g+1)-11 Xieg+11 Xirrg+1y+1], the partial
product Pjq is formed according to the formula:
Pig=KijqWi. ()

The value of Kjq is defined as the sum of the
weights of nonzero digits of the factor bit group

Xiw-gna  Xipe-g X where

X it2(r—qs1-q as weight minus two, and X 5, 4.1y

j[2(r—q+1)+1] »

and X ;;5(r_qs2).1 — UNit, according to the expression:

2, if X][Zr q+)-L _0 X 2(r-g+1)] XJ[2 r-ql)+1] T =1
L Xie-qq =0, X][Zr 0 # X jpr-gay
K =900 1 Xipptgug = Xip-gan = X jae-onea (6)
-1, if XJ[2 g1 =1 Kiarqean # Xitagrqay»
-2, if XJ[2r q+1)-1 _1 XJ[Zr -+1)] XJ[2r a+D+] =0.

When forming partial products Pj,, the
multiplication operation by two is realized by
shifting one digit to the left and changing the sign by
inversion of all digits of the multiplied followed by
adding one to the lowest digit.

After forming the partial products Pj,, the g™
macropartial product is calculated using the
following formula:

= Z P/’q ' (7)
j=1
The calculation of the scalar product Z with the
formation of partial products according to the
modified Booth algorithm is performed according to
the expression:

2,=27Z,,+P,. (8)

From the formulas (5-8) it can be seen that the
algorithms for calculating the scalar product are
reduced to performing the same type of operations -
the formation of partial products Pjq, calculating the
g™ macropartial product Pvq and adding to the
previously accumulated sums shifted by two digits
to the right.

2.2.2. Group summation algorithm

To implement the group summation operation,
both horizontal and vertical models can be used.
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The horizontal model of group summation is
implemented by the formula:

m n

Y ZZZZ-IZH ' 9)
k=1 i=1
where n is the bit depth of terms.

In [5, 17] all possible options for implementing
the horizontal model of group summation are
considered. The  fastest version of the
implementation of the horizontal model of group
summation is a parallel-parallel summation method,
the graph of the algorithm of which is shown in
Fig. 2.

The  parallel-parallel  group  summation
algorithm is cascading. The time for calculating the
sum of the macro-operation of group summation
according to this algorithm depends on the height of
the graph (number of tiers), which is calculated as
follows:

h=[log, m].

In each tier, the operands are divided into pairs,
for each of which a sum is calculated.

The total number of addition operations to sum
m numbers is equal to:

(10)

U=%+%+m+~-+1:m—l. (11)

The summation time can be reduced by using the
vertical and multi-operand addition algorithm [17].

Replacing the summation order in formula (9),

we proceed to the wvertical model of group
summation, which is written as follows:
Y 222422“ ' (12)
i=1 k=1

where m; is the number of terms in the i" bit section.

Existing vertical methods of group summation
reduce the summation process to converting a multi-
row code to a single-row code. This transformation
is based on the basic operation of converting a three-
line code to a two-row code, which is carried out
using a layer of single-digit adders that have no
connections with each other. To reduce the
conversion time of a multi-row code into a single-
row layer, single-bit adders must be combined
according to the principle of the Wallace tree.

The number of single-bit adder layers to

calculate the group summation operator is
determined by the formula:
K =[log, s0,5m]. (13)

Group summation using this method is
considered as performing a single operation where
hyphenation units are counted only once at the stage
of converting a two-line code to a single-line code.

Acceleration of the converting process of a
multi-row code to a single-row code is carried out by
using the conversion of 3-, 7- and 15-input single-bit
adders.

The work of such adders is described by the
following expressions:

Zm—2 Z m -1 Zm

Fig. 2. Graph of parallel group summation algorithm
Source: compiled by the authors
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ji

Es =

where E3, E73 and Eis4 are outputs of sums, re-
spectively, on three, seven and fifteen input single-
digit adders, C;i is the i digit of the j" operand, P;i 1
is the output of the (i-1)"" digit of the transfer, S; is
the output of the i digit of the sum. To convert a
multi-row code to a two-row code, the union of such
adders is used according to the principle of the Wal-
lace tree. The conversion of a two-line code to a
single-line code is performed using a parallel adder.

2.3. The structure of the parallel-flow device for
calculating the scalar product with the formation
of partial products according to the modified
Booth algorithm

The structure of a parallel-thread device for
calculating a scalar product with the formation of

C(j+i

ji Cii+2i [Pz
=1C(jra)i =
C(j+ayi
C(j+s)i

C(j+6)i

C
+

ji

Cijoi

+

C(j+2)i

+

C(j+3)i

+

Cj+ai

+

C(j+5)i

+ P3
Cije)i |+
+ Siz2
Cliwni =7+
+ Siz1

Ciwg)i |+
Ciivoyi
+

C(j:10)i
+
C(ji
+
C(j+12)i
+
C(j13)i
+

C(j+a

partial products according to the modified Booth
algorithm should be focused on the VLSI
implementation, involving the use of steps of the
same type with local and regular connections. When
developing the structure of the device, it is necessary
to ensure a balance between 1/ O and calculations.

The developed structure of the device of
parallel-stream calculation of scalar product with
formation of partial products according to the
modified Booth algorithm is shown in Fig. 3.

For this, the following notation is introduced:
SC — step conveyor; Rg — register; Add — adder;
mAd — m-input adder; Dec — decoder; BFPP — block
of formation of partial products; Sw — switch [17].
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Fig. 3. The structure of the device for parallel-stream calculation of the scalar product with the

formation of partial products according to the modified Booth algorithm
Source: compiled by the authors

The number of steps of the pipeline required for
the synthesis of a parallel-flow device for calculating
the scalar product is r= [ﬂ In each step of the

conveyor SK, the formation of partial products Pjq is
performed by the partial product formation block
using the analysis of three digits Xjp(-g+1)-11 Xj2(-g+1)]
Xitz(-g++11-- BitS Xjpar-g+1)-11 Xjpa(r-g+1)1 Xjfz(r-g+1)+11 9O t0
the inputs of the decoder. Using logic elements OR
and signals from the outputs of the decoder, the
formation of control signals of the switch — 10000
(Xizr-a+»-1=0,  Xji2-g+11 % Xjt2(r-g+1)+11), 01000 (Xjpzr-
a+)-0=0, Xipra+0=Xjer-gr+ =1, 00100 (Xjpag-q+0)-
=1, Xir-g+1# Xize-g++1), 00010 (Xjiz(rg+2)-17=1,
Xit2tr-a+01=Xjf2(r-g+1+25=0), 1 00001 (Xjrz(r-g+1)-11=Xjfar-
e+~ Xirr-g+1)+1]).  The switch, depending on the

signals that come to the control inputs, is installed in
the appropriate positions. When its output receives
the value W; (control signal — 10000), value 2Wj;
(control signal — 01000), value (-W;) (control signal
— 00100), value (-2W;) (control signal — 00010),
logical zero value (control signal — 00001). At the
output of the fourth element OR a logical zero signal
is generated (with control signals 10000, 01000,
00001) or logical unit (with control signals 00100
and 00010). The formed partial products are fed to
the inputs of the N-input adder, at the output of
which we obtain the macro-component product Pug.
The calculated macro-master product Pwyq is added to
the partial result Zq.1 shifted two digits to the right.
The result of calculating the first scalar product
is obtained at the output of the device after the r"
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cycle. In each subsequent cycle of work at the output
of the device, we will obtain the results of
calculating the following scalar products.

This device works with a beat, the duration of
which is calculated by the formula:

Tep, =trg* toect tort+tswttmadat taa, (14)
where trg is time of writing to the register; toec iS
operation time of the decoder; tor is delay time on
the logical element OR; tsy is delay time of the
switch; tmage IS Summation time m macroparticle
products; taqq is time of addition of two numbers.

The costs of equipment for the implementation
of this device are determined by the expression:

Wsp=r[N(2Wrg + Wsw + Wpec + 4Wor) +

where Wrg, Wsw, Wor, Wmadd, Wadd, Wpec are
equipment costs, respectively, for the register,
switch, logical element OR; m — input adder, adder
and decoder.

2.4. The structure of hardware for the
implementation of two-dimensional convolution

The development of hardware for the
implementation of two-dimensional convolution will
be carried out on the basis of a device for parallel-
stream calculation of the scalar product with the
formation of partial products according to the
modified Booth algorithm. This algorithm is
complemented by a data format converter and a
summation block for scalar products in a sliding
window. The developed structure of hardware for

+ Winadd + Wadd + Wrg], (15) the implementation of two-dimensional convolution
is shown in Fig. 4.
CR CP,
______________ A
| FC Wi
ROWpl€e— | ++v < RgW, [« RgWy
| : 1
| X
ROX, f6— '+ < RgX [« RgX; <—|—
I O ) A
Y. VY Y. Y Y_ VY
) SPCD
T |
[ ! RgZ4 |
| ! > |
* ! RgZ> |
| SPsB J > |
| mAdd |
| > R9Zm |
| | : |
| |

Fig. 4. The structure of hardware for the implementation of two-dimensional convolution
Source: compiled by the authors
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The symbols are as follows: CP; is first clock
pulses; CPc is clock pulses of the conveyor; FC
format converter; SPCD is a device for calculating
the scalar product; SPSB is summation block of
scalar products.

The developed hardware is focused on the
pipelined parallel-flow implementation of two-
dimensional  convolution.  In  parallel-stream
calculation of two-dimensional convolution, each
clock pulse CP; in registers RgX; and RgW; of the
FC format converter are written, respectively, the
input data (pixel) X; and the weight factor W;. After
m clock pulses CP; in registers RgXi, ..., RgXn and
RgWs, ..., RgW, are written respectively columns of
input data and weighting coefficients. The
accumulation time of the column of input data and
weights in the FC equal to t, = Mt | where tep is

the period of clock pulses. Controlling the process of
calculating two-dimensional convolution Y is
reduced to the issuance of conveyor clock pulses
CP; that advance data from the SPCD input to
output Y, writing intermediate results to buffer
memory (registers).

To ensure high efficiency of equipment use, all
steps of the conveyor must perform approximately
the same complexity of operations, and the time of
entering the column of input data and weighting
coefficients, the stroke of the conveyor and the
output time of the results must be coordinated. The
number of steps of the pipeline depends on the
following parameters: bit depth of input data; the
number of digits that are analyzed to form
macroparticle products; the size of the sliding
window.

The results of calculating two-dimensional
convolution after the initial delay are obtained at the
output Y in each pipeline cycle.

For effective hardware implementation of two-
dimensional convolution, it is necessary to ensure
that the following conditions are met:

t >T,, (16)

where Tc is duration of the conveyor cycle.
Conveyor cycle Tc the operation of the
hardware  for  calculating  two-dimensional

convolution is determined by the beat T, of the

work of the SPCD (14). The duration of the
conveyor cycle of the work Tc mainly depends on
the speed of the element base, the time tepp Of
partial products formation and the time tmadd
summation of partial products that determine the
complexity of operations in the pipeline step and
their number. The main ways to reduce Tc is to

conveyor a multi-input adder by breaking it into
steps.

The choice of the variant of the hardware
accelerator  for  calculating  two-dimensional
convolution in a sliding window is carried out
according to the criterion of efficiency of use of
equipment Eye, which considers the number of
interface pins, homogeneity of structure, number and
locality of connections. The efficiency criterion links
performance with equipment costs and evaluates the
elements (valves) of the component by performance
[5, 15].

The efficiency of equipment use is determined
by the formula:

_ Rrc , (17
S (VAT T PR FETTAS 40
where Ryc is complexity of algorithms for
calculating two-dimensional convolution, which is
determined by the number of elementary arithmetic
operations necessary for its implementation; trc is
time of calculation of two-dimensional convolution;
Wspcp IS equipment consumption on the device for
calculating the scalar product; Wec is equipment
costs for the implementation of the format converter;
Wspsg IS equipment costs for the implementation of
the scalar product summation unit; W, is hardware
costs for interface implementation; k; is coefficient
of taking into account the homogeneity of the
structure; k» is coefficient of taking into account the
number and locality of links; ks is coefficient of
taking into account the number of interface outputs.
The cost of equipment for the hardware
implementation of two-dimensional convolution is
determined as follows:

Wre =Wee +Wspep + mWRg FWoag (18)

where Wec, Wspcp, Wmadd, Wrg are equipment costs,
respectively, on the format converter, the device for
calculating the scalar product; m-input combiner and
register.

2.5. Multi-input adder on FPGA

The most complex component of the developed
hardware for implementing two-dimensional
convolution is a multi-input adder. Based on the
FPGA EP3C16F484 family of Cyclone Il family of
Altera company, single-bit 7, 15 and 31 input adders
have been developed.

Table 1 shows the hardware resources of
FPGAs, which are required to implement single-bit
7, 15 and 31 input adders.
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Table 1. FPGA hardware resources
for implementing single-bit multi-input adders

Number of Number of Number of
adder inputs logical elements pins
7 20/15408 12/347
15 106/15408 21/347
31 369/15408 38/347

Source: compiled by the authors

Based on the developed single-bit multi-input
adders, an eight input seven-bit adder MSm was
synthesized. Summation in such a multi-input MSm
adder is performed using vertical and multi-operand
approaches. Process summation is considered as the
execution of a single operation based on multi-input
single-digit addition operations.

The summation of numbers in an 8-input 7-bit
adder is performed in four stages by using the

following transformations: 7-row code to 3-row, 3-
row code to 2-line code, and 2-row code to 1-row
code. Multiinput adder MSm is shown in Fig. 5.

The interface of the 8-in 7-bit adder consists of
the CIk sync input, Reset adder reset input, W_X1
inputs, .., W X8 and Out Sm output(10...0).
Operands (W_X1, ..., W_X8), Clk synchronization
pulses and Reset adder reset pulse are fed to the
input of the multi-input MSm adder. At the output of
the multi-input adder MSm through two
synchronization pulses Clk we get the sum Out_Sm.
The multi-input adder MSm is implemented on the
basis of eight single-bit multi-input adders
Add_7_3_Sym, sixteen Add_3 2 and eight-bit
parallel Add_Bin_Paral adder.

Time diagrams illustrating the operation of the
MSm multi-pin adder are shown on Fig. 6.

T

O A R o (Gt T S

)
v U {ux
\ ‘ \

|

«
«
|

?

Fig. 5. Multiple input adder MSm

Source: compiled by the authors
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Fig. 6. Time diagrams of the multi-input adder MSm operation
Source: compiled by the authors
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Fig. 6 shows an example of calculating the g™
macroparticle product by P, summation of the par-
tial products of Pj; on an 8-input 7-bit adder. For
weight coefficients W1=0001011=Bgs,
W,=0100010=221s, W3=0100000=2015,
W,=0111000=384s, Ws5=0111010=3A3s,
Ws=0011101=1D1s, W7=0101110=2E 5,
W;z=0101100=2C1s and values of g groups of bits of
input data Kig=Xapa(-q+1)-11 X1p20-q)) X1p2(-g+1)+17=001=1;
K2q=Xapa(r-q+1)-11 Xafa(r-q)1 Xap2(r-q+2)+117010=1, Kaq=Xapa(r-
a1 X3g2(q)]
Xagz(rq)] Xag(r-g+1)+11=001=1, Ksq=Xupa(rg+1)-11 Xs2(r-q)]
Xs[2rq+1)+11=000=0,  Keq=Xup(rqr1)1)  Xef2r-q))  Xef2(r-
er=111=0,  Keg=Xipegryyr  Xrpegy  Xigg-
a+1+11=000=0,  Kea=Xipr-g+1)-11  Xerar-an  Xera(r-
a+1)+11=111=0 the following values are formed partial
products P14=Bs, P2q=2216, P3q=4016, P4q=701s,
PSQ:O]_G, P6q=016, P7q=ole, P3q=016, With the help of
an 8-input 7-bit adder, we sum up the partial prod-
ucts Py, ..., Psq and we get at the output Out_Sm the
macroparticle product Pwg, Which is equal to 0DD16.

The summation time in an eight-way eight-bit
cascade parallel-parallel adder is equal to

x3[2(r-q+l)+1]=011=2, Kag=Xap2(-q+1)-1]

tsadacrr=10g2m*710g2nxtiog AND=3 %2 1 Xtiog AND=
=63tlog.ANDa

and the summation time in an eight-input eight-bit
adder using a vertical and multi-operand approaches
and 3- and 7-input single-bit adders is equal to,

=tadg, , T 2ladg,, T tagq, =Olog.anp T
=32t

t8 AddV

+6t +7log, 8xt

log.AND log.AND log.AND

where m is the number of inputs, n is the bit depth of
the inputs, t,1 is the response time of the logical
element AND, 7logznx tieganp IS the addition time
on the parallel n bit adder, t,,, - addition time on

7-input single-bit adder, t,,, =~ — addition time on 3-
input single-bit adder, t,,, — addition time on 8-bit

parallel adder. A comparison of the addition time of
an eight-input eight-bit cascade parallel-parallel
adder with the addition time of an eight-input eight-
bit adder wusing vertical and multi-operand
approaches and 3- and 7-input single-bit adders
shows that the addition time per adder using vertical
and of multi-operand approaches and 3- and 7-input
one-bit adders is reduced by approximately two
times.

Reducing the time of obtaining the sum in the
multi-input adder MSm is achieved through the
integrated use of wvertical and multi-operand
approaches and multi-input single-digit adders
combined according to the principle of the Wallace
tree.

DISCUSSION OF RESULTS

It is proposed to implement the CNN with the
specified technical parameters on the basis of a
problem-oriented approach that uses the processor
core with supplemented hardware accelerators that
implement basic operations of the CNN.

High efficiency of hardware use for realization
of two-dimensional convolution in a sliding window
in real time is achieved by coordinating the duration
of the conveyor cycle T, with the duration of the

cycle of receipt of columns of input data and weights
te, which leads to minimization of hardware costs for
their implementation and, accordingly, to increase
the efficiency of equipment use. The coordination of
tc with Tg, may require both an increase and a

decrease in the duration of the conveyor cycle. The
main ways to reduce Tg, are: the use of algorithms

that reduce the number of partial products (an
algorithm with the formation of partial products for
the sum of two pairs of products with the analysis of
one bit of factors); conveyorization of a multi-input
adder by splitting it into steps; parallel inclusion of
two or more devices for calculating the scalar
product, the number of which is determined mainly
by the time t. of receipt of input data and
weighting coefficients. The main ways to increase
Tg, are: the use of algorithms that reduce the

number of steps of the pipeline (Booth's algorithm,
an algorithm with the formation of group partial
products); implementation of two or more iterations
by one step of the pipeline Algorithm.

Further directions of research are the
development of a method and algorithms for end-to-
end design of convolutional neural networks for
recognition of  biometric images. The
implementation of recognition algorithms will be
carried out on the basis of FPGA.

CONCLUSION

1. A parallel-flow structure of hardware for the
implementation of two-dimensional convolution in a
sliding window has been developed, which is
focused on VLSI-implementation with high
efficiency of equipment use and is the basis for the
implementation of the hardware accelerator CNN.

2. The method of group summation has been
improved, which, using multi-input single-digit
adders combined according to the principle of the
Wallace tree, provides a reduction in summation time.

3. The method of parallel-stream calculation of
scalar product by forming group partial products for
4 and more digits of factors using modified Booth
algorithm is proposed. This reduced the number of
steps of the conveyor by 4 or more times.
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4. It is shown that the development of a
hardware accelerator for calculating a two-
dimensional convolution in a sliding window with
high efficiency of equipment use is reduced to
providing calculations in real time at minimal
hardware costs. This is achieved by matching the
time of receipt of the columns of input data and
weighting coefficients with the duration of the

5. The structure of hardware for realization of
two-dimensional convolution in a sliding window,
which is focused on VLSI-implementation with high
efficiency of equipment use, has been developed.

6. Single-bit 7, 15 and 31 input adders were
simulated based on the FPGA EP3C16F484 of the
Cyclone 111 family of Altera company and an 8-input
7-bit adder was synthesized on their basis.

conveyor cycle of the accelerator.
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AHOTALIS

IIpoanamni3oBaHO i BUALIEHO TPH OCHOBHI MiAXOAH O MOOYIOBH KOMII IOTEPHHX CHCTEM: IIPOTPaMHHM, artapaTHHi Ta mpooie-
MHO-OpieHTOBaHMH. Bubpano ams peanizauii 3HM npoGiemHo-opieHTOBaHMM miaxia. Lleit miaxin BHKOPUCTOBYE MPOLIECOPHE SIPO 3
anapaTHUMHU IPUCKOPIOBaYaMy, IO pealizytoTs 06a30Bi onepanii 3HM. Po3pobky koM’ roTepHux cucreM s peamizauii 3HM moui-
JIBHO 3A1MCHIOBATH HAa OCHOBI iHTErpoBaHOro miaxoxay. Llei miaxin BKiIouae cydacHy eneMeHTy 0a3y, iCHyI0Ui anapaTHi Ta porpam-
Hi 3acobu i peanizauii 3HM; metoau i anroputmu peanizanii 3HM; meronu, anroputmu i HBIC-cTpykTypu s peamnizauii 6a3o-
Bux onepariit 3HM; meToau Ta 3aco0M aBTOMAaTH30BaHOTO IIPOSKTYBAHHS allapaTHUX 1 IPOTPaMHUX 3ac00iB OPIEHTOBAHHX Ha peati-
3ariro 3HM komn’toTeprux cucreM. [t po3poOku KOMIT IOTEpHHUX CHCTeM Juisl peanizamii 3HM BuOpaHo minxin, SKuil BKIIOYaE:
3MIHHUH CKJIa] oOJIa[HaHHS; BUKOPHCTAHHS 0a3uCy eJIeMEHTApHUX apH(METHYHHX OIlepamniii; opraHizamis Nporecy OoOYHCICHHS
CKaJBIPHOTO MOOYTKY SIK BHKOHAHHS €IMHOI OIepallii; KOHBeepHu3alil i IPOCTOPOBOTrO Mapajeni3My; JIoKalli3amii i CIpOIIeHHS
3B’S3KIB MK CXOIMHKAMHU KOHBEEPA; y3TOHKEHHA yacy (OpMYBaHHS BXiJHHUX JaHHUX 1 BaroBHX KOE(]IiLi€HTIB 3 TPHBATICTIO KOHBEE-
pHoro TakTty. ITokaszaHo, 10 U1 3MCHILICHHS 4acy ONpALOBaHHA 300pa)keHb BEJIMKOr0 00Cry HaiiJoLibHille BUKOPUCTATH Mapa-
nenpHO-IoTok0BY HBIC-peanizariiro 6a3oBux omepaiiii. Bubpano moaudikoBanuuii anroputM Byra s popMyBaHHsS 4acTKOBHX
O0OYTKIB y apanenbHO-TIOTOKOBOMY NPHCTPOIO 0OYHCIEHHS CKAIIPHOTO TOOYTKY, L0 3a0€3MeUniIo 3MEHIIEHHS Y 1Ba Pa3H KiJIbKO-
CTi CXOAWHOK KOHBeepa. BIockoHaneHo MeTo]] IpyHoBOTO MiICYMOBYBAHHS, SIKHI 32 PaXyHOK BUKOPHUCTAHHS 0araTOBXOJOBHX OJ-
HOPO3PSTHUX CyMaTopiB, 00’eIHaHMX 3a IPUHIUIIOM JiepeBa Yoiuleca, 3abe3neuye 3MEeHIIeHHs Yacy MifcyMoByBaHHs. Po3pob6ieHo
METO/] TapaJIeIbHO-IIOTOKOBOT'O OOYHCIICHHS CKaISIPHOTO TOOYTKY Y KOB3al0UOMY BiKHI, SIKHI 32 paXyHOK y3rOJUKEHHS 4acy Haaxo-
JOKCHHSI CTOBITYMKIB BXIJIHUX JAHWX 1 BaroBUX KOC(IIi€HTIB 3 TPUBATICTIO KOHBEEPHOTO TaKTy 3a0e3leuye BUCOKY ¢(EKTHBHICTH
BUKOPHCTAHHs O0OJNaHAHHS Ta OOYUCIICHHS Y pealbHOMY 4aci. BU3HaueHO OCHOBHI IIUISIXM Y3TO/DKEHHS Yacy HaJXOJDKCHHS CTOBII-
YHKIB BXIJHUX JAHUX 1 BArOBUX KOE(ILi€HTIB 3 TPHBATICTIO KOHBEEPHOT'O TAKTYy poOOTH amapaTHHUX 3ac00iB, SKi peai3yroTh JBOBU-
MipHY 3rOpTKY. P03p0o0IieHO CTpYKTYypy amapaTHHX 3aco0iB I peatizamii JBOBUMIPHOI 3TOPTKH Y KOB3al0UOMY BiKHI, SIKa OPi€HTO-
BaHa Ha HBIC-peaizarito 3 BHCOKOIO €()eKTUBHICTIO BUKOPHCTaHHS 00aHaHHA. BuOpaHo s peanizamii anapaTHIX IPUCKOPIOBa-
4iB IIpOrpaMoBaHi JIOTIUHI iHTerpanbHi cxemu. Po3pobieno ta BinmoznensoBano Ha 6a3i FPGA EP3C16F484 cimeiictBa Cyclone 111
¢bipmu Altera oqHOpO3psaaHi 7, 151 31 BX0OJOBI CyMaTOpH Ta CHHTE30BaHO Ha 1X 0a3i 8-BX0OM0BHIA 7-pO3pPSIHUN CyMaTOp.

KmrouoBi cioBa: 3ropTkoBi HEHpOHHI Mepexi; amapaTHHH HPHCKOPIOBadY; HMPOOJIEMHO-OPIEHTOBAHHMHN MiAXiN; MapaieibHO-
MIOTOKOBA peanizallis; 6araToBXOJ0BHII CyMaTop; CKaJISIpHUIT 10OYTOK; JBOBUMIipHA 3TOPTKa
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