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ABSTRACT

With the development of information technology, automation of various production processes is an urgent task, and medical
diagnostics is no exception. In recent decades, artificial intelligence and information technology have been widely used in computer
diagnostic systems. However, as technology advances, so do the challenges. Not every system is optimized and fast, and traditional
methods are fading into the background. Often, systems do not use cloud technologies and have unoptimized architectures. This all
affects their performance and, accordingly, is an urgent problem. The study analyzes the methods used in computer diagnostic
systems and compares them in terms of advantages and disadvantages. The scientific works related to computer diagnostic systems in
medicine for specific tasks are analyzed. The existing architectures of computer diagnostic systems are analyzed, which made it
possible to identify the use of consistent approaches to diagnosis. Based on the analyzed data, the purpose, objectives, object and
subject of the study are determined. A new architecture has been developed that uses the capabilities of U-Net for image
segmentation and convolutional neural networks for medical image classification. The developed architecture is designed to increase
the speed and automation of diagnostic processes through the use of neural networks and, accordingly, reduce human intervention.
The scientific novelty of the developed architecture lies in the parallel execution of medical image segmentation and classification
tasks, which gives a potential increase in data processing speed, and in the availability of an image generator, which solves the
problem of lack of test data for model training.
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INTRODUCTION make  recommendations  for  diagnosis  or
treatment,and thereby increase the efficiency and
accuracy of medical decisions.

It is important to understand that DSS are
advisory in nature.

The main goal of CAD is to automate the
process of detecting anomalies in medical images.
DSS is broader in functionality and includes
assistance in decision-making based on a large
amount of data. This is the difference between the
two systems.

In modern medicine, computer-aided diagnosis
systems are becoming increasingly important due to
their ability to improve diagnostic accuracy and
increase treatment efficiency.

The rapid development of technology, and
especially artificial intelligence, in recent decades
has opened up wide opportunities for the medical
industry to implement computer-aided diagnostic
systems.

CAD (Computer Aided Diagnosis) is a
computer diagnostic system that helps in the process
of diagnosing diseases by analyzing medical images.
Such a system is able to automatically detect signs
of pathology.

Such systems can use diagnostic rules to
emulate the way a doctor makes a diagnosis. In this
sense, these systems function as expert systems or
decision support systems.

DSSs (Decision Support Systems) are 1. ANALYSIS OF LITERARY DATA AND
computerized systems that help doctors and medical PROBLEM STATEMENT
staff make informed decisions in the treatment and
diagnosis process. They can analyze patient data,
compare it with data contained in medical databases,

The progressive development of computer-
aided diagnosis (CAD) and decision support systems
(DSS) in medicine is largely dependent on the

: - evolution of architectures and methodologies used in
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medical image analysis and patient data processing.
This analysis covers a number of studies, each
focusing on different approaches to improving the
accuracy, efficiency, and clinical applicability of
these systems.

All computer-aided diagnosis systems are based
on the use of the following methods: traditional
methods, machine learning, and deep learning.

Traditional CAD methods include the use of
image processing algorithms to detect anomalies.
For example, image segmentation, contour
extraction.

Machine learning allows you to create models
that learn from historical data. The most common
algorithms are decision trees, support vector
machines (SVMs), and ensemble methods.

Deep learning uses multilayer neural networks
to automatically extract features and classify data.
Popular architectures include convolutional neural
networks (CNNs) and recurrent neural networks
(RNNS).

A comparison of the advantages and
disadvantages of these methods is shown in Table.

An analysis of different CAD system methods
shows that each approach has its advantages and
disadvantages, which should be taken into account
for a specific task and architecture choice.
Traditional image processing methods are easy to
implement and fast, but their accuracy is often
insufficient for complex diagnostic tasks (Fig. 1).

Machine learning provides more flexibility and
accuracy, but requires large amounts of data and
always has a risk of overfitting. Deep learning
allows for the highest accuracy due to its ability to
automatically extract relevant features, but requires
significant computing resources and training time.

In general, the choice of methods depends on
the specific requirements for the computer
diagnostic system, such as the required accuracy,
availability of computing resources and amount of
available data.

Already published scientific papers describe the
development and improvement of computerized
diagnostic systems for various diseases.

Table. Advantages and disadvantages of CAD methods

Methods Advantages

Disadvantages

Traditional methods | - Easy to implement;

processing is fast);

- Fast execution (do not require
significant computing resources, so

- Limited accuracy (accuracy
deteriorates when analyzing complex
or low-quality images);

- Dependence on image quality;

- Low requirements for computing - Low adaptability (methods often

require manual adjustment of

resources (the use of simple
algorithms does not require powerful
hardware)

parameters for each specific task)

Machine learning

Flexibility in model customization;
The ability to use a large amount of
data (the more data is used for
training, the higher the model
accuracy can be)

The need for a large amount of
reference data (a large amount of
training data is difficult to obtain);
Risk of overtraining (models can
overlearn on training data and
perform poorly on new, unfamiliar
data)

Deep learning

High diagnostic accuracy due to
complex multilayer neural networks;
Automatic feature selection
(networks independently extract
relevant features from the data,
which reduces the need for manual
intervention);

Ability to work with large amounts
of data

High demands on computing
resources (training deep neural
networks requires powerful GPUs
and a large amount of RAM);
Complexity of setup (requires high
gualification and understanding of
complex algorithms);

Long model training time

Source: compiled by the authors
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Fig. 1. Example of threshold segmentation:
a— original histology image;
b — segmented image using threshold
Source: compiled by the authors

The authors of [1] conduct a detailed analysis
of computer diagnostic systems and focus on the
range of their capabilities. They also analyze the key
developments that have led to the current state of
this industry.

Paper [2] describes the principles of designing a
computerized diagnostic system based on two
examples. The first one focuses on differentiating
between symptomatic and asymptomatic carotid
atheromatous plaques. The second CAD presented in
this article supports the diagnosis of focal liver
lesions and is able to characterize liver tissue on
computed tomography images as normal, hepatic
cyst, hemangioma, and hepatocellular carcinoma.

The authors of [3] describe a comprehensive
CAD architecture for lung observation and nodule
detection. Central to this architecture are the
analytical components: an automated nodule
detection system; nodule tracking and volume
measurement capabilities that are integrated into a
data management system that includes image
acquisition and archiving mechanisms; a database
for storing quantitative nodule measurements and
visualization; and reporting tools.

The authors of [4] developed two different
programs for quantifying collagen content and blood
vessel density. The work is devoted to the
identification of common subtypes of meningiomas.

Paper [5] provides a detailed overview of
clinical applications and two commercial algorithms.
Clinical applications can be grouped as computer-
aided diagnosis, individual prognosis, functional
assessment, segmentation of radiological structures,
and optimization of data acquisition.

Paper [6] describes the use of two commercial
CAD systems to evaluate screening mammography.
The authors concluded that the architectures need to
be improved, as in some cases, the images were
incorrectly evaluated.

The authors of [7] identified seven main
problems that arise in computerized diagnostic
systems today.

Paper [8] proposes a new resource-efficient
model, EfficienetNetB4, which includes the
functions of a local binary template to improve the
accuracy of cancer detection.

The authors of [9] propose a method for
automatic detection of microaneurysms.

The authors of [10] propose a CAD system for
diagnosing breast cancer using a deep belief network
that automatically detects breast areas and
recognizes them as normal, benign, or malignant.

The authors' research in [11] focuses on the
design and development of a medical imaging and
analysis system using digital image processing tools
and artificial intelligence methods that can detect
anomalies, classify them, and provide visual
evidence to radiologists. All stages of diagnosis are
performed sequentially.

The authors of [12] propose a new architecture
based on recurrent and deep neural networks for
medical image analysis called Bi-xBcNet-96.

Paper [13] provides a comprehensive overview
of the clinical aspects of breast cancer, such as risk
factors, breast abnormalities, and BIRADS (Breast
Imaging Reporting and Data System). This paper
also introduces CAD systems that have been
recently developed for breast cancer segmentation,
detection, and classification. The paper also
discusses an overview of mammography datasets
used in the literature and the challenges of applying
CNNs to medical images.

In [14], the authors propose an efficient and
fully automated CAD based on deep learning
techniques supported by XAl (explainable artificial
intelligence) methods for the accurate examination
and diagnosis of breast cancer using ultrasound
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images. The proposed CAD includes four main
steps: preprocessing, segmentation, XAl, and feature
extraction. All of them are performed sequentially.

The authors of [15] propose a new adaptation of
the EfficientNetv2 architecture.

Paper [16] is devoted to the development of a
neural network system that allows for the automatic
diagnosis of brain tumors based on MRI images and
the selection of important areas. The application
aims to speed up diagnostics and reduce the risk of
missing a neoplastic lesion.

Study [17] presents a CAD system based on
quantum deep learning for COVID-19 binary image
classification, where the ResNet50 model is first
used to train weighting coefficients on a multi-class
chest dataset and later implemented on the COVID-
19 binary classification dataset to compare
performance with its hybrid quantum counterpart.

Paper [18] describes a CAD system for
diagnosing skin cancer based on the DLCAL-SLDC
model.

Researchers also describe neural network
architectures for detecting various diseases,
including Alzheimer's disease [19, 20], epilepsy
[21], and Parkinson's disease [22].

In [23], the authors propose their architecture
for diagnosing breast cancer. The InBreast dataset
was used for the test. All stages of diagnosis in the
system are performed sequentially.

According to the literature review, the use of
neural networks is quite a popular tool, and many
systems use sequential approaches. In addition, the
analyzed scientific works use the same datasets for
training models. Based on this, it is an urgent task to
develop a CAD architecture that would potentially
increase the speed of the system through parallelism
and solve the problem of the amount and originality
of test data for training neural networks by
integrating an image generator into such a system.

The research group led by Professor Oleh
Berezsky at the Western Ukrainian National
University has been working on the application of
artificial intelligence in computer diagnostic systems
for twenty years. A number of scientific papers by
the research group reflect methods, algorithms, and
software tools for diagnostics in oncology [24, 25],
[26, 27], [28, 29], [30, 31].

GOAL AND RESEARCH OBJECTIVES

The purpose of the research. The aim of the
study is to develop a CAD architecture based on
neural networks.

The objectives of the research are as follows:
analysis of existing CAD and DSS architectures and
their comparison; analysis of commercial CAD and
DSS.

The object of research diagnostic process in
CAD systems.

The subject of research is the architecture of
CAD systems.

2. MAIN RESEARCH RESULTS

The basic CAD architecture consists of four
main modules [32]:

1. Image preprocessing

2. Definition of region of interests

3. Feature extraction and selection

4. Classification.

Image preprocessing. The basic idea of image
processing is to create better quality data by
applying certain techniques. These include:
smoothing methods, which include the use of
average filters, median filters, Laplace filters, and
Gaussian filters; improving the edges of image
structures, which includes smoothing and wavelet
transforms; and increasing the contrast of an image,
which includes histogram equalization.

Definition of region of interests. Normal and
abnormal anatomical structures that can be detected
in patient images can be identified using manual
(semi-automated) or fully automated methods. One
example of a semi-automated method that is widely
used to identify regions of interest in medical images
is the Seeded region growing method. An automated
methodology includes active contour models that
automatically detect and track anatomical contours
in two-dimensional (2D) medical images due to their
ability to accurately approximate random organ
boundary shapes.

Feature extraction and selection. Feature
extraction can be performed in the spectral or spatial
domain. During feature extraction and separation,
various quantitative measurements of medical
images are performed to make decisions about the
pathology of a structure or tissue. After feature
extraction, a subset of features is selected, and the
most reliable ones are chosen to reduce the overall
complexity and increase the classification accuracy.

Classification. Assigning a set of features to the
appropriate class is one of the most common tasks in
feature recognition in image analysis. Classification
of features from a given set can be supervised or
unsupervised. In supervised classification, the
feature set is a member of a predefined class, while
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in unsupervised classification, the feature set
template belongs to an unknown class. Supervised
classification can be based on statistical classifiers,
such as decision trees, nearest neighbor classifiers,
Bayesian classifiers, and neural networks [32].

Another typical CAD system architecture is
shown in Fig. 2. First, the system receives the data
received by the doctor from the patient, and then
processes it as  follows:  pre-processing,
segmentation, identification of areas of interest,
evaluation, and classification [33]. The next step is
to make a diagnosis and prescribe treatment.

Image preprocessing

Identify arcas of interest

Classification

M

Fig. 2. Architecture of CAD system

Source: compiled by the authors

From the above, we can conclude that all
existing computer-aided diagnosis systems have a
similar or identical architecture. CAD differ only in
the methods of operation wused to process
information.

A description of the DSS architecture is given
below.

The heart of this system is the Patient Model,
which contains certain patient data, such as medical
history, health parameters, measured results, etc.

The Treatment Library consists of a list of
treatments with corresponding procedures, variables,
and a set of rules used to determine the likely impact
of the treatment on the specified patient health
parameters. Treatments can be marked as safe or
unsafe for certain patient conditions.

Intelligent Agents use inference methods to
optimize a treatment or set of treatments.

The Authenticated Knowledge Base is used to
update both patient models (with newly discovered
parameters and relationships between parameters
and disease), patient models (with newly discovered
or injuries), and the treatment library (with new
treatments, new side effects, and new ways to apply
old treatments).

In turn, knowledge is provided by the scientific
community through publications in journals and
conferences, as well as through data mining from
existing electronic health records [34].

Since DSS also performs some image analysis,
it can be said that the decision support system also
includes the functionality of a computer diagnostic
system.

2.2. Commercial CAD and DSS in oncology

Commercial CAD in oncology includes
solutions for detecting cancerous tumors in various
parts of the body, such as the breast, lungs, and
gastrointestinal tract.

The most popular systems are Zebra Medical
Vision and Aidoc, whose architectures (Fig. 3) are
similar.

Input Data

Preprocessing

Segmentation
module
Cascade
approach
Classification
module

Cloud
infrastructure

Diagnostic result

Fig. 3. General architecture of Zebra Medical

Vision and Aidoc
Source: compiled by the authors

It is worth noting that both use U-Net networks
for image segmentation and CNNs for classification.
Both systems have a cascade approach, i.e., several
models work in sequence to improve the accuracy of
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the result. These systems utilize cloud technologies
to process large amounts of data and access it
quickly. However, as you can see from the figure,
each stage is performed sequentially, which is not
very good in terms of data processing speed.

2.3. Development of a new CAD system
architecture

The system consists of several well-defined
modules, each of which performs a specific function
(Fig. 4). This modularity allows the system to be
more flexible and easily adapt to different types of

Segmentation

Determination of

and diagnosis

sized images

Segmentation masks

Image
preprocessing

Diagnosis in the form
of a formalized
protocol

medical images. The system is built using cloud
technologies, which gives better accessibility and
unlimited computing resources, of course, it is not
free.The database contains original histological and
immunohistochemical images, synthesized images,
and image segmentation masks. As you can see from
Fig. 4, the system also has an image generator that
works on the basis of diffusion models. It is needed
to cover the issue of lack of test data for training the
segmenter and classifier.

Stable diffusion

Classification

Fig. 4. Developed CAD architecture

Source: compiled by the authors
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The pre-processing module improves the input
images to increase the accuracy of further
segmentation and classification.

Immunohistochemical images will be fed to the
segmenter. Segmentation is based on the use of U-
Net networks, which are characterized by the fact
that they allow you to accurately identify objects in
images with high spatial resolution. Segmentation
results are used for informative tissue analysis and
play an important role in identifying areas of interest
with a high probability of pathology. The output of
U-Net gives us segmented images, after which the
system determines quantitative characteristics and
makes a diagnosis based on certain rules.

For classification, histological images will be
submitted as input. Each histological image
corresponds to four immunohistochemical images.
After classification, we will be able to get a certain
class and subclass or a certain type and subtype of
pathology.

Based on the results of segmentation,
classification, and calculated guantitative
characteristics, the system issues a diagnosis in the
form of a specialized report that the diagnosing
doctor receives.

It is worth noting that segmentation and
classification work in parallel.

Here are the following conclusions:

1. Thanks to the image preprocessing module,
the system is able to improve the quality of input
data, which increases the accuracy of subsequent
analysis stages. This is an important step, as image
quality directly affects the accuracy of segmentation
and classification.

2. The use of an image generator based on
stable diffusion solves the problem of lack of
tessellation data for segmentation and classification.

3. The use of U-net networks for image
segmentation emphasizes the high accuracy and
efficiency of the system in identifying relevant
segments. This is especially important in medical
diagnostics, where segmentation can help identify
pathological formations or other key structures.

4. The classification module, which uses
convolutional neural networks, allows the system to
automatically determine the type and subtype of
pathologies. This greatly increases the efficiency and
speed of the doctor's work, as the system can quickly
provide preliminary results that the doctor can check
and refine.

5. Segmentation and classification work in
parallel, which gives a potential increase in data
processing speed.

6. The proposed system architecture works
using cloud technologies, which, in turn, gives more
flexibility in the choice of hardware resources.

DISCUSSION OF RESULTS

Based on the study, it can be concluded that
both traditional and neural network-based methods
are used depending on the tasks and limitations.
Traditional approaches require fewer resources and
are useful in cases of limited computing power.
Modern neural network methods, such as U-Net,
provide high accuracy in

detecting pathologies in medical images, but
require more resources, both training (test datasets)
and hardware. The developed architecture makes it
possible to solve the problem of lack of test
data.Commercial CAD and DSS systems in
oncology, such as Zebra and Aidoc, are already
widely used in clinical practice. They demonstrate
high efficiency in helping doctors make decisions
regarding the diagnosis and treatment of cancer.

To achieve high security, commercial CAD
systems use data encryption and anonymization,
compliance with certain standards (HIPAA — Health
Insurance Portability and Accountability Act or
GDPR - General Data Protection Regulation),
access control, and audits. If the system operates
using cloud technologies, such as AWS, Google
Cloud, or Microsoft Azure, its security is enhanced,
as these providers have a high level of security
certification.

The further development and implementation of
CAD systems in medical practice has great potential
to improve the accuracy of diagnosis and the quality
of treatment of diseases. This is possible with close
cooperation  between information technology
developers and medical experts.

CONCLUSIONS

1. The existing architectures of computer-aided
diagnosis systems in medicine, such as CAD and
DSS, were analyzed, which made it possible to study
the features of each of them for further development
of their own architecture.

2. We analyzed commercial CAD and DSS
architectures. This allowed us to choose the best way
to develop our own architecture.

3. A CAD architecture based on the use of U-
Net networks for segmentation and CNN networks
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for classification of medical images has been availability of an image generator, which makes it
developed, which allows automating the diagnostic  possible to solve the issue of lack of test data for
process in medicine. model training.

4. The novelty of the developed architecture 5. The use of cloud technologies can increase
lies in the potentially faster image processing due to  the security and availability of the system.
the parallel segmentation and classification and the

REFERENCES

1. Yanase, J. & Triantaphyllou, E. “A systematic survey of computer-aided diagnosis in medicine: Past
and present developments”. Expert Systems with Applications. 2019; 138,
https://www.scopus.com/record/display.uri?eid=2-s2.0-85071723603&origin=resultslist.

DOI: http://dx.doi.org/10.1016/j.eswa.2019.112821.

2. Stoitsis, J., Valavanis, 1., Mougiakakou, S. G., Golemati, S., Nikita, A. & Nikita, K. S. “Computer
aided diagnosis based on medical image processing and artificial intelligence methods”. Nuclear Instruments
and Methods in Physics Research Section A: Accelerators, Spectrometers, Detectors and Associated
Equipment. 2006; 569 (2): 591-595. DOI: http://dx.doi.org/10.1016/j.nima.2006.08.134.

3. Brown, M. S., Pais, R., Qing, P., Shah, S., McNitt-Gray, M. F., Goldin, J. G. & Aberle, D. R. “An
architecture for computer-aided detection and radiologic measurement of lung nodules in clinical
trials”. Cancer Informatics. 2007, https://www.scopus.com/record/display.uri?eid=2-s2.0-
49649128355&origin=resultslist. DOI: https://dx.doi.org/10.1177/117693510700400001.

4. Fang, N., Wu, Z., Su, X., Chen, R., Shi, L., Feng, Y. & Chen, J. “Computer-Aided multiphoton
microscopy diagnosis of 5 different primary architecture subtypes of meningiomas”. Laboratory
Investigation. 2024; 104 (4), https://www.scopus.com/record/display.uri?eid=2-s2.0-
85188531303&o0rigin=resultslist. DOI: https://doi.org/10.1016/j.labinv.2024.100324.

5. Demuth, S., Paris, J., Faddeenkov, 1., De Séze, J. & Gourraud, P. A. “Clinical applications of deep
learning in  neuroinflammatory diseases: A scoping review”. Revue Neurologique. 2024,
https://www.scopus.com/record/display.uri?eid=2-s2.0-85193797200&origin=resultslist.

DOI: https://doi.org/10.1016/j.neurol.2024.04.004.

6. Baker, J. A, Rosen, E. L., Lo, J. Y., Gimenez, E. I., Walsh, R. & Soo, M. S. “Computer-aided
detection (CAD) in screening mammography: sensitivity of commercial CAD systems for detecting
architectural  distortion”. American Journal of Roentgenology. 2003; 181 (4): 1083-1088.
DOI: https://doi.org/10.2214/ajr.181.4.1811083.

7. Yanase, J. & Triantaphyllou, E. “The seven key challenges for the future of computer-aided
diagnosis in medicine”. International Journal of Medical Informatics. 2019; 129: 413-422,
https://www.scopus.com/record/display.uri?eid=2-s2.0-85071718765&origin=resultslist.

DOI: https://doi.org/10.1016/j.ijmedinf.2019.06.017.

8. Alabdulqader, E. A., Umer, M., Alnowaiser, K., Wang, H., Alarfaj, A. A. & Ashraf, 1. “Image
processing-based resource-efficient transfer learning approach for cancer detection employing local binary
pattern features™. Mobile Networks and Applications. 2024. p. 1-17,
https://www.scopus.com/record/display.uri?eid=2-s2.0-85193723423&origin=resultslist.

DOI: http://dx.doi.org/10.1007/s11036-024-02331-X.

9. Li, J., Ma, Q., Yao, M., Jiang, Q., Wang, Z. & Yan, B. “Segmentation of retinal microaneurysms in
fluorescein fundus angiography images by a novel three-step model”. Frontiers in Medicine. 2024; 11,
https://www.scopus.com/record/display.uri?eid=2-s2.0-85197387979&origin=resultslist.

DOI: https://doi.org/10.3389/fmed.2024.1372091.

10.Al-Antari, M. A., Al-Masni, M. A, Park, S. U,, Park, J., Metwally, M. K., Kadah, Y. M. & Kim, T.
S. “An automatic computer-aided diagnosis system for breast cancer in digital mammograms via deep belief
network”. Journal of  Medical and Biological Engineering. 2018; 38: 443-456,
https://www.scopus.com/record/display.uri?eid=2-s2.0-85041393664&origin=resultslist.

DOI: https://doi.org/10.1007/s40846-017-0321-6.

366 Software engineering and systems analysis ISSN 2617-4316 (Print)
ISSN 2663-7723 (Online)


https://www.scopus.com/record/display.uri?eid=2-s2.0-85071723603&origin=resultslist
https://www.scopus.com/record/display.uri?eid=2-s2.0-85071718765&origin=resultslist

Berezsky O. M., Liashchynskyi P. B. / Applied Aspects of Information Technology
2024; Vol.7 No.4: 359-369

11.Halalli, B. & Makandar, A. “Computer aided diagnosis-medical image analysis techniques”. Breast
imaging, 2018; 85 (85): 109. DOI: http://dx.doi.org/10.5772/intechopen.69792.

12.El-Mawla, N. A., Berbar, M. A., El-Fishawy, N. A. & El-Rashidy, M. A. “A novel deep learning
approach (Bi-xBcNet-96) considering green Al to discover breast cancer using mammography images”.
Neural Computing and Applications. 2024. p. 1-23. DOI: http://dx.doi.org/10.1007/s00521-024-09815-7.

13.0za, P., Sharma, P. & Patel, S. “A drive through computer-aided diagnosis of breast cancer: a
comprehensive study of clinical and technical aspects”. Recent Innovations in Computing: Proceedings of
ICRIC. 2022; 1: 233-249, https://lwww.scopus.com/record/display.uri?eid=2-s2.0-85127018583&
origin=resultslist. DOI: http://dx.doi.org/10.1007/978-981-16-8248-3_19.

14.Naas, M., Mzoughi, H., Njeh, I. & Slima, M. B. “A deep learning based computer aided diagnosis
(Cad) tool supported by explainable artificial intelligence for breast cancer exploration”. SSRN. 2024. DOI:
https://dx.doi.org/10.2139/ssrn.4689420.

15. Pacal, 1., Celik, O., Bayram, B. & Cunha, A. “Enhancing EfficientNetv2 with global and efficient
channel attention mechanisms for accurate MRI-Based brain tumor classification”. Cluster Computing. 2024.
p. 1-26, https://www.scopus.com/record/display.uri?eid=2-s2.0-85193491922&origin=resultslist. DOI:
http://dx.doi.org/10.1007/s10586-024-04532-1.

16. Kluk, J. & Ogiela, M. R. “Al approaches in computer-aided diagnosis and recognition of neoplastic
changes in MRI brain images”. Applied Sciences. 2022; 12 (23),
https://www.scopus.com/record/display.uri?eid=2-s2.0-85143723914&origin=resultslist.

DOI: http://dx.doi.org/10.3390/app122311880.

17. Alejandro Lopez, D., Montiel, O., Lopez-Montiel, M. & Castillo, O. “Computer aided diagnosis for
COVID-19 with quantum computing and transfer learning”. In New Horizons for Fuzzy Logic, Neural
Networks and Metaheuristics. Cham: Springer Nature Switzerland. 2024. p. 67-88,
https://www.scopus.com/record/display.uri?eid=2-s2.0-85195957701&origin=resultslist.

DOI: http://dx.doi.org/10.1007/978-3-031-55684-5 6.

18. Adla, D., Reddy, G. V. R., Nayak, P. & Karuna, G. “Deep learning-based computer aided diagnosis
model for skin cancer detection and classification”. Distributed and Parallel Databases. 2022; 40 (4): 717-736,
https:/imww.scopus.com/record/display.uri?eid=2-s2.0-85113791830&origin=resultslist.

DOI: https://link.springer.com/article/10.1007%2Fs10619-021-07360-z.

19. Prasath, T. & Sumathi, V. “Pipelined deep learning architecture for the detection of Alzheimer’s
disease”. Biomedical Signal Processing and Control. 2024; 87,
https://www.scopus.com/record/display.uri?eid=2-s2.0-85171621583&origin=resultslist.

DOI: http://dx.doi.org/10.1007/s10462-024-10914-z.

20.Yaqoob, N., Khan, M. A., Masood, S., Albarakati, H. M., Hamza, A., Alhayan, F. & Masood, A.
“Prediction of Alzheimer's disease stages based on ResNet-Self-attention architecture with Bayesian
optimization and best features selection”. Frontiers in Computational Neuroscience. 2024; 18,
https://www.scopus.com/record/display.uri?eid=2-s2.0-85192515823&origin=resultslist.

DOI: http://dx.doi.org/10.3389/fncom.2024.1393849.

21.Handa, P., Gupta, M., Gupta, E. & Goel, N. “One-dimensional atrous conv-net based architecture for
automatic diagnosis of epilepsy using electroencephalography signals and its brain—computer interface
applications”. Expert Systems. 2024; 41 (4), https://www.scopus.com/record/display.uri?eid=2-s2.0-
85177207278&origin=resultslist. DOI: http://dx.doi.org/10.1111/exsy.13514.

22.Ayaz, Z., Naz, S., Khan, N. H., Razzak, 1. & Imran, M. “Automated methods for diagnosis of
Parkinson’s disease and predicting severity level”. Neural Computing and Applications. 2023; 35 (20):
14499-14534, https://www.scopus.com/record/display.uri?eid=2-s2.0-85126372991&origin=resultslist.
DOI: http://dx.doi.org/10.1007/s00521-021-06626-y.

23.Al-Antari, M. A., Al-Masni, M. A., Choi, M. T., Han, S. M. & Kim, T. S. “A fully integrated
computer-aided diagnosis system for digital X-ray mammograms via deep learning detection, segmentation,
and classification”. International Journal of Medical Informatics. 2018; 117: 44-54,
https://www.scopus.com/record/display.uri?eid=2-s2.0-85048868160&origin=resultslist.

DOI: 10.1016/j.ijmedinf.2018.06.003

ISSN 2617-4316 (Print) Software engineering and systems analysis 367
ISSN 2663-7723 (Online)


http://dx.doi.org/10.1007/s10462-024-10914-z
http://dx.doi.org/10.1007/s00521-021-06626-y
https://doi.org/10.1016/j.ijmedinf.2018.06.003

Berezsky O. M., Liashchynskyi P. B. / Applied Aspects of Information Technology
2024; Vol.7 No.4: 359-369

24.Berezsky, O. M., Liashchynskyi, P. B., Liashchynskyi, P. B., Sukhovych, A. R. & Dolynyuk, T. M.
“Synthesis of biomedical images based on generative adversarial networks”. Ukrainian Journal of
Information Technologies (In Ukrainian). 2019; 1 (1): 35-40. DOI: https://doi.org/10.23939/ujit2019.01.035.

25. Berezsky, O. M., Pitsun, O. Y. & Dubchak, L. O. “Tools of artificial intelligence in automated
microscopy systems” (in Ukrainian). Artificial Intelligence. Kyiv, Ukraine. 2018; 1 (77): 33-46.

26.Berezsky, O. M., Batko, Y. M., Berezka, K. M., Verbovyi, S. O., Datsko, T. V., Dubchak, L. O.,
Ihnatiev, 1. V., Melnyk, H. M., Nikoliuk, V. D. & Pitsun O. Y. “Methods, algorithms and software tools for
processing biomedical images”. Ternopil: Economic Thought, TNEU. 2017.

27. Liashchynskyi, P., Berezsky, O., Pitsun, O. & Melnyk, G. “Method and software tool for generating
artificial databases of biomedical images based on deep neural networks”. CEUR Workshop Proceedings.
2023; 3609: 15-26, https://www.scopus.com/record/display.uri?eid=2-s2.0-85182280513&origin=results.

28. Liashchynskyi, P., Berezsky, O., Pitsun, O. & lIzonin, 1. “synthesis of convolutional neural network
architectures  for biomedical image  classification”. Elsevier. 2024; 95: 106325.
DOI: https://doi.org/10.1016/j.bspc.2024.106325.

29. Liashchynskyi, P. “Software tool for biomedical image classification and synthesis” (in Ukrainian).
Scientific Bulletin of LPNU of Ukraine 2024; 34 (4): 120-127. DOI: https://doi.org/10.36930/40340415.

30. Berezsky, O. M. & Liashchynskyi, P. B. “Comparison of generative adversarial networks
architectures for biomedical images synthesis”. Applied Aspects of Information Technology. 2021; 4 (3):
250-260. DOI: https://doi.org/10.15276/aait.03.2021.4.

31. Berezsky, O. M., Pitsun, O. Y., Melnyk, H. M. & Datsko, T. V. “Means of artificial intelligence in
automated systems microscopy” (in Ukrainian). Ukrainian Journal of Information Technologies. 2021; 3 (1):
73-77. DOI: https://doi.org/10.23939/ujit2021.03.073.

32. Sharma, P., Malik, S., Sehgal, S. & Pruthi, J. “Computer aided diagnosis based on medical image
processing and artificial intelligence methods”. International Journal of Information and Computation
Technology. 2013; 3 (9): 887-892.

33. Yeasmin, M. N., Al Amin, M., Joti, T. J., Aung, Z. & Azim, M. A. “Advances of Al in image-based
computer-aided diagnosis: A review”. TechRxiv. 2023, https://www.scopus.com/record/display.uri?eid=2-
§2.0-85198503844&origin=resultslist.

DOI: https://doi.org/10.36227/techrxiv.170250831.10854089/v1.

34. Robbins, D. E., Gurupur, V. P. & Tanik, J. “Information architecture of a clinical decision support
system”. In 2011 Proceedings of IEEE Southeastcon. Nashville, TN, USA. 2011. p. 374-378.
DOI: http://dx.doi.org/10.1109/SECON.2011.57529609.

Conflicts of Interest: The authors declare that they have no conflict of interest regarding this study, including financial, personal, authorship or other,
which could influence the research and its results presented in this article

Received  12.09.2024
Received after revision 15.11.2024
Accepted  21.11.2024

DOI: https://doi.org/10.15276/aait.07.2024.25
Y]IK 004.4

Po3po0Oka apxiTekTypH cHCTEMH KOMII’'FOTEPHOT0
AIarHOCTYBAHHSI B MeTULIMHI

Bepesbkuii Oster Mukomaiiosuy”
ORCID: https://orcid.org/0000-0001-9931-4154; olber62@gmail.com. Scopus Author ID: 6505609877

Jsmuncbknii Iasao Bopucopmy”
ORCID: https://orcid.org/0000-0001-8371-1534; pavloksmfcit@gmail.com
D 3axinHoykpaincekuii HalionanbHu yHiBepceuTeT, Byl JIbBiBChka, 11. TepHominns 46009, Ykpaina

AHOTALIS

3 PO3BUTKOM iH(pOpMAIIIfHUX TEXHOJIOT1i aKTyaJbHUM 3aBJaHHIM € aBTOMATU3allisl Pi3HUX MPOLECiB BUPOOHUIITBA, HABUYAHHS
i MeQUyYHa MiarHOCTWKA HE € BHUKIIOYECHHSIM. B OocTaHHI NECATWIITTS INTYYHWH 1HTENEKT Ta iH(GOpMAIiiiHi TEXHOIOTIi IMHPOKO

368 Software engineering and systems analysis ISSN 2617-4316 (Print)
ISSN 2663-7723 (Online)


https://www.scopus.com/record/display.uri?eid=2-s2.0-85182280513&origin=resultslist&sort=plf-f&src=s&sid=3536ffc718d016eb69040888dabdb4f6&sot=aut&sdt=a&sl=18&s=AU-ID%2857202448801%29&relpos=1&citeCnt=0&searchTerm=
https://www.scopus.com/record/display.uri?eid=2-s2.0-85182280513&origin=resultslist&sort=plf-f&src=s&sid=3536ffc718d016eb69040888dabdb4f6&sot=aut&sdt=a&sl=18&s=AU-ID%2857202448801%29&relpos=1&citeCnt=0&searchTerm=
https://www.scopus.com/sourceid/21100218356?origin=resultslist
https://www.sciencedirect.com/science/article/pii/S1746809424003835
https://www.sciencedirect.com/science/article/pii/S1746809424003835
https://www.scopus.com/sourceid/21100218356?origin=resultslist
https://doi.org/10.36227/techrxiv.170250831.10854089/v1
https://doi.org/

Berezsky O. M., Liashchynskyi P. B. / Applied Aspects of Information Technology
2024; Vol.7 No.4: 359-369

BHUKOPUCTOBYIOTBCSL B CHUCTEMax KOMII'IOTEPHOrO IiarHocTyBaHHS. IIpoTe, 3 PO3BHTKOM TEXHONOTiH, CKIAAHINIMMH CTalOTh 1
3aBaaHHA. He kokHa cHCTeMa € ONTHMI30BAHOIO Ta IIBUAKOIO, TPaIHIiHI METOIH BiAXOMATH HA APYruil miaH. YacTo cuctemu He
BHKOPUCTOBYIOTh XMapHI TEXHOJIOTii, MalOTh HEONTHMIi30BaHi apxXiTekTypu. lle Bce BmmBae Ha iXHIO poOOTY i, BIINOBITHO, €
aKTyaJbHOIO TpoOJieMoro. Y IOCHI[PKCHHI TPOBEACHO aHali3 METO[iB, IO 3aCTOCOBYIOTBCS Yy CHUCTEMax KOMII IOTEPHOrO
JliarHOCTYBaHHS, 3po0JIeHO IX MOPIBHSAHHS 3 TOYKH 30py IlepeBar Ta HeJolikiB. [IpoaHanizoBaHO HAYKOBi Ipali, IO CTOCYIOTHCS
CHCTEM KOMIT IOTEpPHOTO JiarHOCTYBaHHS B MEAWIMHI Uil BUKOHAHHS cHenudiuyHMX 3aBraHb. [IpoBeneHO aHali3 iCHYIOUHX
apXiTEeKTyp CHCTEM KOMII IOTEpPHOTO [iarHOCTYBAaHHS, IO [Jajlo 3MOTy BHSBHTH BHKOPHCTAHHS IIOCITIJOBHHMX ITIXOMIB IUIS
niarHoctyBaHHs. Ha OCHOBI mpoaHasi30BaHMX JAHWUX BH3HAYEHO METY, 3aBIaHHS, 00 €KT Ta MpeIAMET IOCIipKeHHA. Po3pobiieHo
HOBY apXiTeKTypy, sika BHKopHcTOBYe MoknuBocti U-Net mimst cermenramii 300pa)keHb 1 3rOpPTKOBHX HEHPOHHHX MEpEX UL
knacugikamii MeIUYHUX 300pakeHb. Po3pobiieHa apxiTekTypa NpH3HA4YCHA Ui MJABHIICHHS MIBUAKOCTI Ta aBTOMAaTH3aIlil
JIarHOCTHYHUX TIPOLECIB 3a PaXyHOK BHUKOPHCTAHHS HEHPOHHHX MEpeX Ta, BIJIIOBIHO, 3HIDKEHHS ydacTi JioauHu. HaykoBa
HOBH3HA PO3POOJICHOI apXiTEKTypH IMOJSrae y TapajieIbHOMY BHKOHAaHHI 3aBJaHb CETMEHTAIlil Ta KiacuQikaiii MeTudHIX
300pakeHsb, 10 Ja€ MOTEHIIHHUN TPHUPICT y MIBUAKOCTI ONPANIOBAHHS JaHUX Ta y HasBHOCTI TeHepaTopa 300pakeHb, 10 A€ 3MOTY
BUPIIIATH TPOOIEeMy HeCTadl TECTOBHX JaHHUX ISl TPEHYBaHHS MOZIEIICH.
KitrouoBi ci10Ba: crcremy KOMII IOTEPHOI TIarHOCTHKH, aHalli3 300pakeHb; po3Mi3HaBaHHS 300pakeHb; HEUPOHHI MEpexi;
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