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ABSTRACT

With the ever-growing expansion of online recruitment, a reliable person-job matching has become increasingly crucial. Due to
different experience, education and specialization requirements, as well as location considerations, specified in the job advertisement,
various aspects should be taken into account for reliable matching and ranking of candidates. It has been shown that matching of
resumes and vacancies can be approached as either pair classification or semantic similarity search based on embeddings. While
classification approaches process each vacancy-resume pair sequentially, thus resulting in quadratic time complexity, independent
text embeddings and ranking is a much more efficient and scalable solution, since it has linear time complexity. In this article
semantic similarity search to rank suitability of candidates with regards to vacancies has been used. ResJobFit - an end-to-end
Artificial Neural Networks based technology for job-resume matching is proposed. ResJobFit technology consists of Segmentation,
Parsing, Summarization and HR Embedding Module models, and their outputs (vector and attributes defining each resume or job
advertisement), as well as a VVector Database in which the records are stored. Unsupervised text embeddings training for HR domain
encapsulating two novel training objectives - intra- and cross-section contrastive alignment is introduced. Pretrained BERT-base
model is adapted by teaching it to match summary-last employment sections of the resume with parts of the same vacancy or
employment section. As baselines TFIDF, BERT, E5 and GTE have been used. The proposed unsupervised training strategy was
compared against SImCSE, DeCLUTR and ConFit approaches. NDCG, MAP and MRR are used as metrics for measuring accuracy
of the designed algorithm. It has been shown that the novel training objective lets it achieve significant improvement in comparison
to other unsupervised training approaches. Improvement of 11% in NDCG was achieved by adapting the DeCLUTR training strategy
for the HR domain based on exploiting the structure of resumes over the classical DeCLUTR training strategy on the task of ranking
summaries of vacancies and resumes generated by large language models. 2% and 6% have been achieved using ResJobFit and
ResJobFit with requirements matching over state-of-the-art ConFit model on the task of ranking full-text vacancies and resumes.
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INTRODUCTION departments have managed the recruitment process
by manually evaluating resumes and inviting
candidates for interviews based on their
qualifications. This process involves screening
resumes to determine if a candidate meets the job's
requirements and  subsequently  conducting
interviews to assess both their skills and personality
fit for the role.

The recruitment process is a fundamental aspect
of human resource management. The primary goal
of recruitment is to hire candidates who bring value
to the company. This process is viewed from two
perspectives: recruiters and job seekers. Recruiters
create job descriptions by outlining the necessary
skills, expertise levels, and qualifications; while job

seekers prepare their resumes by detailing their I_—|owever, f_or large companies a_nd Mass
educational background, work experience, and recruiters, managing vast amounts of candidate data

skills. and interview details has_ become increasingly
burdensome. The conventional approach, which
heavily relies on manual resume screening and basic
keyword matching, is fraught with several
limitations:

In the rapidly changing landscape of today's job
market, organizations face significant challenges in
acquiring top talent efficiently and effectively. The
intensifying “war for talent” and the overwhelming

. o — Inefficiency: Manually reviewing a large
volume of applications for open positions have number of resumeg/ IS not onIy time cons?Jmin b%t
introduced new complexities in processing and y 9

selecting candidate profiles. Traditionally, HR also prone to h“maf‘ error, Iegiding to the possibility
' ! of overlooking qualified candidates;

— Subjectivity and discrimination: Human
judgment in resume screening can introduce biases,

© Bocharova M., Malakhov E., 2024

This is an open access article under the CC BY license (http://creativecommons.org/licenses/by/4.0/deed.uk)

378 Software engineering and systems analysis ISSN 2617-4316 (Print)
ISSN 2663-7723 (Online)


mailto:bocharova.maiia@gmail.com
https://www.scopus.com/authid/detail.uri?authorId=57193357730

Bocharova M. Y., Malakhov E. V. /

Applied Aspects of Information Technology
2024; Vol.7 No.4: 378-391

potentially disadvantaging candidates based on
gender, demographic, racial factors and leading to
unfair evaluations.

The rapid advancement of information
technology (IT) and artificial intelligence algorithms
has revolutionized various sectors [1], and
recruitment is no exception. More and more
researchers are focusing on automatic person-job
matching, proposing various approaches to enhance
the efficiency and accuracy of the process.

The integration of Natural Language Processing
(NLP) in recruitment not only expedites the hiring
process but also minimizes human biases, leading to
a fairer selection procedure. As the demand for
efficient and effective recruitment continues to
grow, the role of NLP in transforming traditional
recruitment practices becomes increasingly critical.

Generally, automatic resume-job matching and
recommendations fall under one of the four
categories:

— Content-based ones - which use a semantic
similarity measure between job advertisement and
resume representations. In the early days those
systems relied on keyword-based matching
techniques [2], later approaches employ word2vec
techniques [3] and BERT-like [4] encoder models
and either encode the full resume [5], or use BERT
representations of sentences and produce sentence
expression matrix, which is then pulled to obtain the
final representation of the resume or job
advertisement [6].

Those approaches however suffer from not
being able to explicitly take into account all the
mandatory requirements like comparing the years of
work experience, education level and its major.

— Collaborative filtering — those approaches use
behavioral data. Usually for this type of systems
training data is collected using the candidate-job
click interaction recording. As such, authors of [7]
propose to recommend jobs to the user based on
which jobs similar users have interacted with. [8]
use auto-encoders to encode interaction’s of the
candidates with the vacancies, based on which the
similar candidates are identified. Such approaches
require the interaction data and typically suffer from
the cold start problem, when the candidate has not
done any interaction with job posts yet.

— Hybrid — in those ones a combination of
several models is used. Many studies employ BERT-
like pre-trained language models or CNNs and add
hierarchical attention networks. For example, in [9]
use a combination of recommendations based on
interaction history of the candidate along with the
similarity-based recommendations. In [10] authors

created different models and used a multi-stack
ensemble to combine them.

— Knowledge-based — using some predefined
taxonomy, both candidate’s resume and job posting
are classified into one of the classes of the ontology,
and afterwards the matching process is conducted.
As such, in [11] authors propose to use an
occupation category classifier before ranking the
jobs to reduce the search space. In spite of the
substantial efforts required to create such ontologies,
this is the approach which is used by the leading
companies like LinkedIn and Daxtra Technologies.

Combining the content-based and ontology-
based methods promises to exploit the strengths of
both and create a more robust matching system.
Thus, a content-based model can handle the nuances
of language and the context within resumes and job
descriptions, while ontology-based filtering can
guarantee that specific industry standards and
requirements are met, while ensuring the
explainability of the results.

It must also be taken into consideration that
resumes are submitted in various formats and
formattings, as such correctly parsing and
structuring information poses a significant problem
on its own. Most approaches overlook the parsing
step completely, assuming that data comes in the
structured format or make an assumption that data is
already prepared for use. This gap necessitates the
development of robust systems that can handle raw,
unstructured data effectively, ensuring accurate and
reliable person-job matching.

Therefore, research in the area of end-to-end
resume-job matching is relevant.

1. ANALYSIS OF LITERARY DATA

With the advent of Artificial Intelligence (Al),
Deep Neural Networks and spread of adoption of
Language Models recruitment processes have
undergone significant transformations, offering new
possibilities for efficiency and effectiveness [12,
13].

Historically submitted resumes were reviewed
and analyzed manually by recruiters [14]. However,
as big companies often have to deal with large
volumes of submitted resumes, automating
candidate review and shortlisting can save time and
costs and improve the overall efficiency of the
recruitment process.

1.1. Text embeddings

The encoding model’s capability is of utmost
importance for the quality of the results matched by
the retrieval system. Thanks to the introduction of
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large-scale pretrained language models like BERT
[3], and methods for adapting general-purpose
models for the task of creating meaningful text
representation like SBERT [15] or RetroMAE [16].
Methods leveraging large scale datasets with text
pairs annotated for similarity have made it possible
to create high-performance models, however in
many scenarios labeled data is not available or
difficult to obtain. This made the main focus of the
recent research focus on the development of
unsupervised learning methods.

As such, some approaches use auto-encoding
based training strategies and encoder-decoder
architecture. Most well-known are TSDAE [17],
which adds noise by swapping, adding and deleting
words and after encoding the noisy text trains
decoder to reconstruct the original text. RetroMAE
[16] also uses encoder-decoder architecture, in
which the input text passed to the encoder is masked
at a low ratio and [CLS] token representation along
with the original text where 50-70% of the tokens
are masked is passed to the decoder for
reconstruction, and encoder and decoder parts are
trained simultaneously. Although effective, those
strategies require training a separate decoder model
which leads to additional resource consumption
during training.

Another group of approaches leverage recent
advances in large language models (LLMs). These
models, trained on diverse and extensive corpora,
exhibit a profound understanding of language
structure and semantics and are able to follow
instructions and generate high-quality synthetic data.
As such, in [18] authors suggest to use GPT-3 to
generate training triplets for text embedding
learning. However, this approach is expensive, as is
involves utilizing high-cost proprietary APIs.
Additionally, the synthetic data generated may not
fully correspond to the target domain's specific
language, style, or nuances, potentially reducing the

relevance and effectiveness of the resulting
embeddings in specialized applications.
Alternatively, self-contrastive learning, in

which positive samples are constructed from the
unlabeled text using either some augmentation
techniques or co-occurring text fragments within a
larger context has become increasingly popular
among researchers. In this paradigm, after
constructing positive pairs, contrastive loss is
utilized to train the model to discriminate the
positive samples from the in-batch negative ones.
Methodologies of construction of positive pairs are
an active research area.

As such, in “SimCSE” [19] authors use
different dropout masks applied to the same text for
construction of positive samples. The obvious
drawback of such an approach lies in the fact that
the positive pairs are constructed from exactly the
same text, with identical words and length. This
limits the diversity of information between positive
pairs, as no additional semantic variations or
paraphrasing are introduced. Consequently, the
model is prone to overfitting to surface-level
patterns and struggle to generalize to scenarios
where semantically similar texts differ in wording,
structure, or length.

Authors of [20] use neighboring text chunks as
positive pairs, along with a large batch size.
Similarly, in “DeCLUTR” [21] authors propose to
create positive pairs leveraging non-overlapping text
chunks from the same document. This approach has
the advantage of introducing semantic diversity in
positive pairs, as different parts of the same
document usually provide complementary or
contextually related information. However, while
demonstrating effective results, when drawing text
chunks randomly, semantic similarity between them
can vary greatly, leading to noisy or weak positive
pairs that could hinder model performance.

Therefore, the importance of developing
efficient positive sample selection approaches for
unsupervised  contrastive  learning of  text
representations cannot be overestimated.

1.2 Resume-Job advertisement matching

In the swiftly changing job market of today,
acquiring talent efficiently and effectively has
become a crucial challenge for companies. The
intense competition for top talent, coupled with the
high volume of applications for available positions,
has introduced new complexities in processing and
selecting candidate profiles [22]

The resume-vacancy matching systems model
the  suitability between resume and job
advertisement, allowing to find the most suitable
candidates for the position. A resume (or job
advertisement) is usually a semi-structured
document, which exceeds the 512 tokens limit
imposed by many transformer-based model
architectures like BERT. This token limitation poses
a challenge for effectively capturing the complete
semantic information from such lengthy documents.

In [5] authors take the first 512 tokens of the
document as the model’s input and train the siamese
network model on more than 274 thousand of
labeled resume-vacancy pairs. The training process
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involves optimizing both classification and contrastive learning with in-batch negative samples.

regression objectives to improve the model's
performance. This however can lead to suboptimal
performance due to information loss.

Similar limitations face authors of [23], who
restrict in the study to only the last employment
history of the candidate, fully ignoring all other
details present in the resume. Subsequently they
train a model for sequence pair classification task -
with  positive  pairs constructed by using
combinations of job responsibilities which a person
had, while negative pairs comprise pairs of
responsibilities coming from different people’s
profiles. During inference the trained model is fed
by both vacancy and last employment history of the
candidate and the classification score is used to
evaluate the similarity between them. Restricting to
only considering the last employment section can
severely hinder the model’s performance, as it does
not account for education and certification
requirements. This limitation is particularly
pronounced for recent graduates who may not have
had a professional job aligned with their field of
study or career aspirations. Many graduates take on
part-time or unrelated jobs during their university
years, which may not reflect their qualifications,
skills, or potential.

There are some approaches, which strive to
address this issue by embedding sentences or text
chunks separately and then aggregating the
representations.

In [24] authors train an adversarial network to
reconstruct the job post by its vector representation,
and the resume is split into three parts - namely
talent experiences, talent skills and other factors,
which are concatenated and passed through MLP
layers to obtain final resume representation. After
that representations of resume and job post along
with their element-wise product are concatenated
and used to make a binary prediction about
candidate’s suitability for the job. Such comparisons
however suffer from quadratic computational
complexity, as the approach requires evaluating
every resume against every job post in the dataset.

In the most recently introduced ConFit [6]
authors strive to solve some of the shortcomings
mentioned above and propose an augmentation
approach for resume and job advertisement
representation modeling. They propose to use
augmentations of the section’s text - both EDA
(Easy Data Augmentation) techniques and LLM-
based paraphrasing to generate the positive samples
and then proceed to train an encoding model using

However, their approach relies on initial labeled
resume-job advertisement pairs dataset and only
employs augmentation to increase the number of

samples.

As such, while showing good performance on
structured and preprocessed data, existing
methodologies  usually  fully  overlook the

preprocessing steps. Apart from that, conventional
approach of framing the resume-job matching
problem as a binary classification task introduces
significant computational overhead due to the
quadratic complexity of comparing all possible
vacancy-resume pairs. Lastly, and perhaps most
notably, there are currently no unsupervised training
approaches for text modeling specifically designed
for the HR domain, leaving a significant gap in
leveraging domain-specific knowledge for more
effective and efficient candidate-job matching.

2. THE PURPOSE AND OBJECTIVES OF THE
RESEARCH

The purpose of this research is improving
ranking metrics for matching jobs with resumes,
while maintaining linear time complexity for the
matching process.

To achieve the defined goal, tt is necessary to
address the following problems:

— compile an evaluation dataset for measuring
models’ performance;

— adapt unsupervised training strategy
specifically suitable for HR-related text;
— develop a generic resume and job

advertisement matching technology that can be
applied to different formats of both types of
documents and which can handle resumes and
vacancies which exceed the 512 token limit imposed
by BERT transformer architecture.

3. RESEARCH METHODS

In order to address the challenges of efficiently
(with linear time complexity) parsing and matching
resumes with vacancies, we propose ResJobFit —an
end-to-end technology designed to streamline this
process.

ResJobFit extracts and matches mandatory
requirements such as locations, educational degrees,
number of years of experience. After this step dense
vectors produced by the Machine Learning system
are compared, which allows ResJobFit to quickly
filter and match candidates to the respective
vacancy.
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3.1. Substantiation of the methodology for
developing the end-to-end resume-job matching
technology

The technology of ResJobFit involves several
critical steps to ensure accurate and efficient
processing, which are described in detail below.

The full schema of resume-job matching can be
presented as shown in Fig. 1.

As can be seen from Fig. 1, ResJobFit
technology consists of Segmentation, Parsing,
Summarization and HR Embedding modules, and
their outputs (vector and attributes defining each
resume or job advertisement), as well as a Vector
Database (DB) in which the records are stored.

A. Segmentation stage involves section-based
segmenting the text into a predefined set of
categories for future processing. For Resume task

this predefined set of categories includes
“zone_title”, “personal_info”, “skills summary”,
“employment”, “project”, “education”,
“certification”, “training”, “publication”,

“reference”. Vacancy is segmented into 3 categories:
“company and benefits”, “profile” and “job”
category. Texts are segmented using the styles and
capitalization aware modification of the BERT
model, as was described previously [25].

As a result of segmentation, contents of the
resume are divided into three major super-sections,
which highlight the different aspects of the
candidate’s profile:

— objective, summary and skills — this group
captures the self-description of the candidate, their
skills and career aspirations;
employment — this group provides a
comprehensive overview of the candidate’s past job
roles, responsibilities, and achievements;

— education, training, license and certifications
— this group includes academic qualifications and
any pertinent formal training and licenses which the
demonstrate the resume's qualifications.

B. Parsing stage is necessary to extract
important structured attributes. Among them are
start and end dates of employment, educational
degrees and  certifications.  For  parsing
CapStyleBERT architecture was used as described
previously in [25].

C. Summarization stage plays an important role
in providing recruiters with a concise overview of
the candidate, as well as highlighting the most
relevant details for the matching process.
Summarization process is organized as shown in
Fig. 2.

Phi-3 was fine-tuned on GPT-40 generated
summaries [26]

D. HR Embedding Module is needed to
transform textual data into fixed-sized vectors
suitable for comparisons. The schema of this module
is presented in Fig. 3.

Each super-section is designed to provide a
focused view of different aspects of a candidate’s
profile, though it is recognized that some resumes or
vacancies may lack specific components. For
instance, certain candidates may not have any
mentions of licenses or certifications. Similarly,
recent graduates or entry-level candidates may not
have had any previous employment.

Mathematically the above can be summarized
with the following formulas:

hij = HR_Embedder(tij), (1)

where h;j is the embedding of j-th token of i-th
supersection; tj is the j-th token in the i-th
supersection

The representation of the i-th super-section, hi,
is obtained by taking the mean of its token
embeddings:

= %Zﬁyﬂ hij, @

where N is the number of tokens in the i-th the
supersection; hijis the embedding of j-th token of i-
th supersection; Ei is the embedding of supersection.

P —— F——
[ - -~ - . - — 'f-"' \\‘\ |
0. HR Veclor | 1
Vacances A. Segmentation B. Parsing C. Summarization|—,  Embedding 3 representation;
__ kK )\ b o Module S Attributes
— .
Vector DB
pog| AR o et L
gmentation arsing =G, Summarization mi ing raprasantation;
Resumes " Jok PN Module Attributes b
Fig. 1. Al ResJobFit technology
Source: compiled by the authors
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Fig. 2. Schema of resume summarization
pipeline organization
Source: compiled by the authors
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T T T
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Embedder Embedder| (Embedder

5 ) (= ][

Super-section embedding

Super-section texts :

Fig. 3. HR texts representation module
Source: compiled by the authors

Afterwards each super-sections is encoded
separately using a pre-trained language model which
we define as HR Embedder. This step transforms the
textual content of each text group into a sequence of
embeddings, the mean of the token embeddings is
taken as a section representation. This representation
serves as a unique “token” in a higher-level
sequence, with each  super-sections token
contributing to an overall profile representation.

Vacancy description is segmented into two
parts — “job” - with information relative to future
functions of the person and “profile” — description of
gualification and requirements which are stated in
the job ad.

To enable the model to create contextualized
final representation, an attention mechanism along
with absolute positional encoding is incorporated.
This encoding helps the model retain the information
about the order of sections, enabling it to capture
both the hierarchical and contextual nuances.

The sequence {Ei E.., Em} is enriched with
absolute positional encodings Pi to retain section
order information;

Zi:EL'+Pi (3)

An attention mechanism processes the sequence
{z12>..zm} to generate a contextualized profile
representation

Efinai = Attention({z1,2y,...2zy}), 4

where Esinat is the final resume or vacancy
representation; M is number of supersection in the
document (3 in resume and 2 in vacancy); zi is
contextualized representation of i-th supersection.

3.2. Unsupervised representation learning in
the HR domain

Getting a large-scale annotated dataset with
matched vacancy-resume pairs may not be feasible
in most real-world scenarios, due to the labor-
intensive and costly nature of creating such datasets.
Manual annotation of resumes and vacancies
requires domain expertise, which significantly
increases the overhead. Moreover, the dynamic and
evolving nature of job markets, with new roles and
requirements emerging constantly, means that pre-
existing labeled datasets can quickly become
outdated. As a result, models trained on static,
manually curated data may struggle to generalize to
new job descriptions and resumes.

To address this issue, a synthetic data
generation pipeline that leverages the most recent
employment information from resumes can be used.
By transforming the most recent employment
information extracted from a real resume into job
vacancy description through the use of large
language models (LLMs), a high volume of positive
resume-vacancy pairs can be created automatically.
This approach not only bypasses the need for
manually annotated datasets but also introduces
greater flexibility and scalability, allowing the model
to be trained on diverse, up-to-date examples.

Once the most recent employment data is
extracted, it is passed through a large language
model (LLM), such as GPT-4, to generate a
synthetic job vacancy description that aligns with the
role the candidate held. The LLM is tasked with
transforming the resume’s employment details into a
formal job posting format, simulating how an
employer might describe a similar open position in
their company.

The prompt provided to the LLM is structured
to guide it in generating a comprehensive job
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vacancy description, capturing essential elements
such as job responsibilities, required qualifications,
and desired skills.

To avoid direct hints in the data, the final step
involves removing the corresponding employment
entry from the original resume. This ensures that the
generated job description is not directly reflected in
the resume, simulating a real-world scenario where a
candidate applies for a similar role but their resume
does not contain a perfect job match. By removing
the employment entry, the synthetic pair becomes a
valid training example for the model, mimicking the
real-world task of matching resumes to job
vacancies.

However, given that generating synthetic data
using Large Language Models (LLMS) is resource-
intensive, exploring fully unsupervised pretraining
strategies that reduce required dataset size is
essential.  Human-written resumes provide a
valuable, natural dataset for this purpose, as they
contain a wealth of structured information and
linguistic nuances across diverse job functions. This
makes them an ideal pretraining resource for natural
language processing tasks such as textual semantic
similarity.

Building on the idea introduced in DeCLUTR
[19], in which positive pairs are sampled as non-
overlapping spans from the same document, this
approach can be improved to utilize the inherent
structure of resumes. Addressing the shortcoming of
random selection of text spans, enhanced selection
strategies can exploit the structured nature of
resumes. For instance, the “Summary” section,
which often provides an overarching view of an
individual’s professional profile, can be paired with
the most recent role’s description from the
employment section. This leverages the natural
alignment  between  high-level  professional
summaries and specific job responsibilities, ensuring
that positive pairs are contextually rich and
semantically coherent.

Similarly, within the employment section itself,
task-oriented bullet points associated with a single
job role can be grouped intelligently. Rather than
random sampling, positive pairs can be formed by
selecting complementary or sequential tasks that
collectively describe the scope of the role.
Specifically, sections describing a particular
employment role often present a list of task-oriented
lines which describe the role and responsibilities
which the individual executed. Those lines share a
context of one job, describing different aspects of
the role performed. For example, a person can write
“Vacuuming and cleaning carpets” and “Laundry;

Making beds” in one job description, highlighting
different aspects of one job performed. Thus,
randomly selecting such tasks from one job
description to form a positive pair can force the
model to learn nuanced representations that capture
the essence of specific job functions. This enhances
its understanding of skills and duties associations
within particular roles and reinforces contextual
alignment within roles.

The “Summary” section, which is usually
closely aligned with the individual’s most recent
employment role, linked with the lines describing
actual tasks of the last employment section can
provide another source of positive pairs. Summaries
often encapsulate key skills, accomplishments, and
responsibilities, presenting a concise reflection of
the candidate’'s primary strengths and areas of
expertise. When lines from the summary are paired
with lines from the employment section, they form
strong, contextually aligned positive pairs that
reinforce the model's capacity to capture core
competencies relevant to the individual’s
professional profile. This approach allows the model
to generalize better across resumes with different
structures and styles, building a richer understanding
of how roles and skills are presented. By
incorporating both task-specific and high-level
descriptions in contrastive learning, the model can
develop representations that are not only
contextually grounded within specific job functions
but also broadly applicable across various
employment  scenarios,  supporting  improved
accuracy in job-resume matching.

In the contrastive training paradigma negative
samples are selected from the same batch.
Specifically, all in-batch samples except for the
positive one for a specific sample are used as
negatives for it. This forces the model to learn
discriminative features and to distinguish between
semantically related and random texts.

Summary from Resume 1 (query)
[ Part of employment section rom I
resume 2 (query)

Validation Scientist
Strong knawledge of 21 CFR

VLAN configuring on linux servers
IC (802,10 VLAN Tagging)

Emgloyment section from rasume 1
(positive)
Part of employment section from

e

suMme 2 (positive) X X

Warking as part of the Valdation team
within the Quality Systems Departmen|
managing process, software,

cleaning and equipment validation activiies

Part of security team
responsible to all the threads

elated 10 obtain the PCIDSS certfication

(network securlty scans)

Fig. 5. Unsupervised pretraining of text

embedding model
Source: compiled by the authors

As a similarity score — cosine similarity is
selected due to its ability to measure the angular
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distance between vector representations in high-
dimensional spaces regardless of the magnitude of
vectors. In line with the research findings, loss is
calculated in a bidirectional manner.

As a similarity score — cosine similarity is
selected due to its ability to measure the angular
distance between vector representations in high-
dimensional spaces regardless of the magnitude of
vectors. In line with the research findings, loss is
calculated in a bidirectional manner

LOSSs,-,emp,- =

esim(s]-,emp]-)

sim(s;,S7) k sim(emp;emp;) '(5)
e L) +Zi¢je t J

_lO.ge Zl';lesim(si,empj) +Z{';j
where sim(sj, emp;) is the cosine similarity of vectors
sj and emp;j; s is vector representation of the
“summary” extracted from the resume which is in
the j-th position in the batch; emp; is vector
representation of the “employment” section
extracted from the resume which is in the j-th
position in the batch; e is the base of the natural
logarithm; loge is the natural logarithm; Kk is the size
of the batch; Losss, emp; is the loss relative to the
specified index j in the batch.
L055p1,-,p2,- =

s(p1;,p2))

e JEe]
~loge Tk S PPR) ok o SPPL) ppk o sP2ip2)) (©)

i= i£j i

where s(plj, p2j) is the cosine similarity of vectors
plj and p2;; pl; is vector representation of a part of
one position description (either employment section
of resume or requirements descriptions section of
vacancy), which is in the j-th position in the batch;
p2; is vector representation of a different part of the
sample position description which is in the j-th
position in the batch; e is the base of the natural
logarithm; loge is the natural logarithm; k is the size
of the batch; Lossyq,p2,is the loss relative to the

specified index j in the batch.
Final loss is defined as follows:

Loss = X¥_;(LosSs;emp, + LOSSp1,;p2)(7)

where Loss is in the final loss for the batch of size k.

By calculating and maximizing during training
the cosine similarity between the vectors of related
text pairs and at the same time pushing
representations of the unrelated (random) text pairs
apart in vector space the model learns to efficiently
compare HR texts.

4. METHODS AND MODELS

A large and diverse data, consisting of ~4
million resumes and ~1.4 million vacancies was
used in experiments. Both resumes and vacancies

were segmented as described in “3.1.1 Section-based
segmentation”.

4.1. Statistics of the dataset used for fully
unsupervised training

The dataset extracted from resumes included
204 million unique employment description
sections. After filtering out entries with fewer than
six bulleted lines, 3.6 million sections were retained
for analysis. Each selected employment section was
then randomly split into two parts without repetition,
ensuring that each segment contained a minimum of
three lines.

Parts defining requirements and profile-related
parts of vacancy were prepocessed separately the
same way as employment description sections of
resumes. Such preprocessing made it possible to
create 2.4 million positive pairs.

Summary sections were extracted from resumes
and validated in terms of informativeness by
checking the number of skill-phrases present.
Records with non-informative summaries, which did
not contain a title or at least 3 skills were filtered
out. Only records from resumes which contained at
least 5 lines in the employment section were
considered. This way 996k unique summary-
employment section pairs were constructed.

Because of the data imbalance, resume-
employment-parts and vacancy-parts positives were
downsampled, to match the volume of summary-
employment positive pairs, ensuring balanced
training with up to two iterations on the summary-
employment pairs.

Final statistics of the dataset used for
unsupervised training are shown in Table 1.

Table 1. Statistics of the dataset used for
unsupervised training

Data Source Number of | Average
samples length
(words)

Summary-employment 996k 94
pairs extracted from
resume  (cross-section
alignment)
“job” and  “profile” 996k 61
parts of vacancy (intra-
section alignment)
employment section of 996k 48
resume  (intra-section
alignment)

Source: compiled by the authors
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4.2. Statistics of the synthetic dataset used
for training if HR Embedding Module

One hundred thousand resumes which contain
at least three employment sections are taken for
experiments. Most recent employment section is
used. Statistics of the training data are provided in
Table 2.

Table 2. Statistics of synthetic dataset for
training HR embedding module

Statistics Average length
(words)

Average number of words per 146
Resume’s  “supersection 17
(objective, summary, skills)
Average number of words per 148
Resume’s “supersection 2” (2nd
and 3rd most recent
employments)
Average number of words per 53
Resume’s  “supersection  3”
(education, training, certification,
publications)
Synthetic vacancy produced by 232
LLM

Source: compiled by the authors
5. EXPERIMENTS
5.1. Unsupervised training of HR Embedder

Unsupervised training was conducted using
multiple negative ranking loss as defined in
Equation (3).

The truncation for HR embedder was set to 128
tokens as it was empirically found that further
increasing the sequence length does not lead to
noticeable improvement in performance, while
posing higher computational requirements.

Performance of the model on validation set of
real-world matched vacancies - resume pairs
(summary-based) was measured during pretraining
of HR Embedder.

Experiments were conducted on a T4 GPU, a
batch size of 64 was employed for contrastive
training of HR Embedder. The AdamW optimizer
was employed, with a learning rate set to 2e-5 and a
linear warmup phase applied over the first 10 % of
training steps.

5.2. Unsupervised training of HR Embedding
Module on synthetic dataset

Training was conducted with representations of
resumes and synthetially generated vacancies with

as defined in Equation (4) using Multiple Negative
Ranking Loss.

Experiments were conducted on A100 GPU
with the batch size set to 96. The AdamW optimizer
was used, along with a learning rate set to 2e-5 and a
linear warmup phase applied over the first 10% of
training steps.

6. EXPERIMENTAL RESULTS

6.1. Compiling the evaluation dataset for
measuring models’ performance on HR texts and
defining metrics

Human judgment is crucial for benchmarking
resume recommendation systems, since they provide
the gold standard for evaluating accuracy of
automated systems

The evaluation of the proposed technology is
conducted using a dataset constructed from real-
world recruiters' data provided by a private online
recruitment company.

To ensure high quality of the data, cleaning and
debiasing methods are applied. As such, language
detection is conducted by using an open-source
FastText model and records with non-English
content are excluded from the dataset.

The final evaluation dataset comprises 12,068
resumes and 200 vacancy descriptions, thus
accurately reflecting the dynamic and varied nature
of real-world job markets. To ensure robustness and
generalizability, the dataset includes resumes and
job descriptions from multiple industries and
occupational sectors.

The dataset comprises two versions — full-text
records and concise summaries of each entry,
generated using a large language model (LLM). This
dual representation allows for a more thorough
evaluation of models across different levels of detail
and abstraction. The full-text version mirrors real-
world data, with an average length of 509 words per
vacancy and 862 words per resume.

In contrast, the summary-based version offers
much shorter entries — averaging 96 words per
vacancy and 102 words per resume — making it
suitable for benchmarking classical embedding
models. The summary-based version is made
publically available to facilitate further research in
the area [27]

For the evaluation the proposed recommender
system cosine-similarity as the final similarity
metric to recommend resumes to a particular
vacancy is used.

To address the challenge posed by the typical
length of resumes and vacancies, which often exceed
the 512-token limit of most BERT-like architectures,
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two scenarios were tested. The first scenario
employs Al-generated summaries, which provide a
condensed overview of the content to capture the
essential information while reducing input length.
The second one involves using original resumes and
vacancies.

To assess the performance of the developed
system, several standard metrics are employed:

— mean Average Precision (MAP): Measures
the average proportion of correctly matched resumes
to the total number of resumes retrieved for each
vacancy. Number of resumes retrieved is set to the
number of relevant resumes for each particular
vacancy;

— mean Reciprocal Rank (MRR): Evaluates the
ranking quality of the matched resumes by
measuring the average of the reciprocal ranks of the
first relevant resume match for each vacancy serving
as a query;

— normalized Discounted Cumulative Gain
(NDCG): measures the ranking quality. It’s a result
of the division of Discounted Cumulative Gain
(DCG) and ideal DCG. DCG is the gain (relevance)
of each correctly retrieved resume in the ranking list,
with a logarithmic discount applied based on the
position of the particular result. Ideal DCG denotes
the best DCG which can be achieved if all resumes
are ranked correctly.

6.2 Comparative Analysis of performance of
models trained without supervision for
representing HR texts

To validate the effectiveness of the proposed
method, a comparative analysis against existing
state-of-the-art general text embedding approaches,
as well as specific ones designed for resume-
vacancy matching — ConFit [5] was conducted.
Since the weights of the Confit model are not
available, “BERT-base” is fine-tuned on the same
data in accordance with the strategy described in the
original ConFit paper (EDA and ChatGPT
Augmentations), as well as the ResJobFit technology
proposed in the paper for fair comparisons. Results
of the experiments can be seen in Table 3.

In line with the findings of other researches,
original BERT without specific fine-tuning performs
worse than TFIDF (0.08 lower MAP score than
TFIDF). While “SimCSE” demonstrates better
performance than BERT, it still lags behind models
trained with supervision on human-labeled data,
highlighting the importance of tailored training
strategies. “DeCLUTR” achieves slightly improved
results over “SimCSE”, likely due to diverse

positive samples seen during training when
leveraging non-overlapping text spans from the
same document. However, as can be seen from
Table 2, random sampling of spans as described per
“DeCLUTR” strategy, without leveraging the
inherent structure of resumes, does not not provide
enough semantic alignment of positive samples. In
particular, the obtained results (11% NDCG
improvement) underscore the importance of
intelligent sampling of positive pairs which take into
account the inherent structure of resumes.

Table 3. Performance of the models on
Al-generated summaries

Model MAP MRR NDCG
TFIDF 0.39 0.61 0.64
BERT-base 0.31 0.56 0.61
e5-base-v2 0.55 0.75 0.77
gte-base 0.56 0.75 0.78
SimCSE* 0.421 0.642 0.688
DeCLUTR* | 48.93 0.681 0.728
ConFit 0.59 0.775 0.79
HR 0.61 0.79 0.81
Embedder

Source: compiled by the authors

The proposed method surpasses even the
“ConFit” strategy (2.5 % improvement) , which rely
on augmentations generated by LLMs, while solely
utilizing data extracted from resumes and job
advertisements. This makes it both more cost-
effective and scalable, as it eliminates the
dependency on computationally expensive synthetic
data generation while maintaining superior
performance.

6.3. Evaluation of performance of ResJobFit
technology

Performance of models on full-text resumes and
vacancies is show in Table 4. As can be seen from it,
effective strategies for segmenting and aggregation
of resumes are crucial, and encoding resumes as they
are leads to a substantial degradation of performance
for general deep learning based approaches (“e5-
base-v2” performance is 17 % worse when full-text
resume is used compared to its performance when
Al-generated summary).
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Table 4. Performance of the models on
whole text resumes

Model MAP MRR [ NDCG
TFIDF 0.42 0.62 0.66
BERT-base 0.19 0.39 0.47
e5-base-v2 0.47 0.71 0.72
gte-base 0.52 0.73 0.76
ConFit 0.60 0.79 0.80
HR Embedding | 0.63 0.82 0.82
Module (no hard
requirements
filtering)

HR Embedding | 0.65 0.85 0.86
Module (with
requirements
filtering)
Source: compiled by the authors
The proposed ResJobFit technology

outperforms these models, achieving higher metrics
compared to both general text embedding models as
well as ConFit (2 % improvement in NDCG
compared to “ConFit” strategy), which also
incorporated segmentation of resumes in the
processing pipeline. Additionally, filtering based on
hard requirements extracted from vacancies leads to
further improvements (4% improvement compared
to ResJobFit without requirements filtering). This
can be attributed to the fact that such filtering helps
mitigate the errors originating from specific
seniority requirements like “5+ years of experience”.

In addition to quantitative metrics, qualitative
evaluations were conducted by soliciting feedback
from recruitment professionals. These professionals
assessed the relevance and quality of the matches
produced by the proposed system. The feedback
indicated an improved satisfaction with the
recommendation  provided by the system,

particularly noting the accuracy of skill and
experience alignment between resumes and
vacancies.

7. DISCUSSION OF OBTAINED RESULTS

In the stude, ResJobFit — a general-purpose
end-to-end retrieval-oriented technology to model
resume-job fit was proposed. This technology
consists of text segmemtation, parsing, entity
normalization, hard-requirements matching and
deep-learning based reranking. A synthetic positive
resume-vacancy generation pipeline is proposed to
create training data for the deep learning matching

model. To form positive pairs, the candidate’s most
recent employment history is extracted from the
resume and passed through a large language model
(LLM) to generate a vacancy description that aligns
with the role obtained by the person. The
corresponding employment entry from the resume is
removed. This approach alleviates the need for the
often difficult and expensive to obtain annotated text
pairs.

Unsupervised pretraining for human resource
management related texts is proposed, which
constitutes of using different parts of the same job
description written by either recruiter or candidate
for creation of high-quality positive pairs for
contrastive pretraining.

ResJobFit is trained using a contrastive learning
approach. Deep-learning based matching is tested in
two scenarios: summary-based matching and whole
text matching, in the later the sections of the resume
are encoded independently and passed through an
attention layer to get final resume representation.
Experiments on the real-world data show the
effectiveness of the ResJobFit against existing
State-of-the-Art methods.

Limitations

While  ResJobFit  demonstrates  strong
performance in modeling resume-job fit, there are
several limitations that should be acknowledged.
First, the quality of the generated synthetic vacancy
descriptions depends heavily on the capabilities of
the large language model (LLM). Despite recent
advancements, LLMs can introduce biases or
inaccuracies when generating job descriptions based
on the provided employment section, particularly for
highly specialized or niche roles, which could affect
the quality of the positive pairs.

Future research

ResJobFit demonstrates promising results on
English language data, however adapting it to multi-
language settings remains an open problem. LLMs
used for generating vacancy descriptions are
typically trained on predominantly English corpora,
which may not capture the linguistic nuances or
context of non-English job descriptions and resumes.
Adapting ResJobFit to support multilingual input
would require careful data curation, would involve
not only translating resumes and vacancies but also
addressing cultural and linguistic variations in how
gualifications and job roles are described across
different regions.

The model is trained with a contrastive learning
framework that benefits from a well-defined set of
positive and negative pairs. Although synthetic
positive pairs are easy to get and multiple negative
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ranking loss shows good results when negative pairs
are lacking, defining a strong negative mining
approach can further improve the performance.

CONCLUSIONS

1. The evaluation dataset for measuring models’
performance on resume-job advertisement matching
task was compiled. This dataset consists of 200
vacancies and 12.068 resumes in two formats — full-
text version and a summarized version generated by
a large language model (LLM).

2. Intra — and cross-section alignment
unsupervised training strategy for HR texts was
introduced, which lead to 11 % improvement in

NDCG compared to DeCLUTR
(summarized version of the dataset).

3. ResJobFit — a generic resume and job
advertisement matching technology that can be
applied to different formats of both types of
documents was developed. It consists of
Segmentation, Parsing, HR Embedder models and
their outputs (vector and attributes defining each
resume or job advertisement), which are stored in
the Vector Database. This technology achieves
linear time complexity for job advertisement-resume
matching and 2 % and 6 % improvement in NDCG
compared to “ConFit” strategy without and with
hard requirements matching respectively. (full-text

strategy

version of the dataset).
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AHOTALISA

31 3pocTaHHsIM HOMYJIAPHOCT] OHJIAMH-PEKPYTUHTY Bce OLIBIIOrO 3HaYCHHS HaOyBae SKICHUU MifA0ip KaHAUIATIB HAa BakaHCii.
UYepes pi3HHIA JOCBI, BUMOTH JIO OCBITH Ta CIeliaNi3allii, a TAKOK BUMOTH III0JI0 MICIIE3HAXO0/)KEHHS, 3a3HAUCHI B OTOJIOIICHHI PO
BaKaHCIiO, 71 SAKICHOTO 3iCTaBJICHHS Ta PaH)KyBaHHA KaHAWAATIB HEOOXiTHO BpaxoOBYBAaTH pi3Hi acmekTH. byno mokasaHo, mo 1o
3iCTaBJICHHS pe3lOMe Ta BaKaHCIH MOJKHA MIAXOIMTH K 10 mpobiemn kiacugikamii map, a TakoX SK JO MOIIYKy CEeMaHTHYHOL
CXOJKOCTI Ha OCHOBI INpEACTaBIeHb AaHUX. Y TOH Yac sIK KiacH(iKariiHi maxoan oOpoOIsIOTs KOXKHY Iapy BaKaHCIS-pe3roMe
MOCIIZIOBHO, IO MIPU3BOJNTH 10 KBAJAPATHYHOI 4aCOBOI CKIIAJHOCTI, HE3aJIeXKHI TEKCTOBI MPEACTAaBICHHS Ta PAHXyBaHHS € Habarato
e(eKTUBHININM Ta MaclTabOBaHWM pINIEHHSM, OCKUIBKM MAlOTh JIHIHHY YacoBy CKJIamHICTh. Y Wi CTarTi BHKOPHCTaHO
PaHKyBaHHS 32 CEMAHTHYHO CXOKICTIO /I OI[IHFOBAHHS KAaHIHMIATIB HA BiIMOBIAHICTH BakaHcisM. 3anpornonoBano ResJobFit -
HACKPi3HY TEXHOJIONF0 HA OCHOBI INTYYHHMX HEHPOHHHMX MEpex Uil 3icTaBICHHS BakaHCiii Ta pestome. TexHousoris ResJobFit
CKJIaJAa€ThCS 3 MOJIeTIeil cerMeHTallii, mapCHHry, CyMapu3alii Ta MOIYJIIO TIPECTaBIeHHS TEKCTIB B JOMEHI YIIPaBIIiHHS IIEPCOHATIOM,
a TaKOX iXHIX pe3yJbTaTiB (BEKTOp Ta aTpUOyTH, IO BU3HAYAIOTH KOXKHE pe3toMe abo OTOJIONIEHHS PO PoOOTy) 1 BEKTOpHOI 6a3u
JaHUX, B sKii 30epiraioThcsi 3amuch. BnpoBamkeHO HekepoBaHe HAaBYAaHHS TEKCTOBHMX INpejicraBieHb a1 HR-momeny, mo
IHKAICyJIFO€ JIBI HOBI HaBYAIBHI 3a/1aui - BHYTPIIIHBO- Ta MDKCEKLiiHe KOHTpacTHe BUpiBHIOBaHH:A. [lonmepenueo HaBueny BERT-
MOJIeNIb aJaNnTOBAaHO IDIIXOM HAaBYaHHS 1i y3TOJUKYBAaTH PO3IUIH pe3loMe, IO MICTATH pe3loMe (SUmmary) 4acThHy 3 OCTaHHIM
MiciieM poOOTH, a TAKOX YAaCTHHH Ti€l % camoi BakaHCii ab0 po3aity mpo podoTy. B sikocti 6a30Bux Mojeneil Oyl BUKOPUCTaHi
TFIDF, BERT, E5 Ta GTE. 3anpomnoHoBaHy cTpaTeriio HaB4aHHs 6e3 Harysiay mopisHoBanu 3 migxogamu SINCSE, DeCLUTR Ta
ConFit. Ik MeTpukH Ui BUMIpIOBAaHHS TOYHOCTI po3pobiieHoro aimropurmy Bukopucrano NDCG, MAP ta MRR. Tlokasano, 1o
HOBa METa HaBYaHHA OO3BOJIAEC NOCATTH 3HAYHOI'O IOKpAIICHHA HOpiBHﬂHO 3 IHITUMHA l'[i)IXO}laMH J0 HaBYaHHA 0e3 Harjsiay.
Iloxpamenns Ha 11% B NDCG 06yno nocsarayro 3aBasku amanrtamii crparerii HaBuanHs DeCLUTR mns HR-momeny Ha ocHOBI
BUKOPHUCTAHHS CTPYKTYPH pe3toMe MOPIiBHIHO 3 Kiacu4yHoo cTparericto HapuanHs DeCLUTR B 3aga4i pamxyBaHHs 3reHEpOBaHUMH
BEJIMKOI0O MOBHOIO MOJICIUIIO pe3fomMe (Summary) Bakanciii Ta pestome. 2 % Ta 6 % mnokpauieHHs Oyjo AOCATHYTO B 3ajadi
pamKyBaHHS MMOBHTEKCTOBHMX BaKaHCIii Ta pe3loMe 3aBJsku BHKopucTaHHIO ResJObFit texuosorii ta ResJobFit 3 ysromkeHHsIM
BUMOT Yy MOPIBHAHHI 3 HalicyuacHiioto Moaemno ConFit.

KnarodoBi cmoBa: ingopmamiiiHi cucTeMH; MallMHHE HaBYaHHS; OOpoOKka HPUPOTHOI MOBH; TpaHC(HOPMEpPH; TEKCTOBI
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