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ABSTRACT

This paper addresses the challenge of detecting texts that share the same meaning but differ in wording and structure. Such “fuzzy
duplicates” are increasingly prevalent in user-generated content, media articles, and academic materials. Traditional TF-IDF-based
methods with cosine similarity process data swiftly but often overlook deeper semantic nuances, especially in languages with free word
order and complex morphology (for example, Slavic languages such as Ukrainian or Bulgarian, and agglutinative languages like
Hungarian). Fully neural solutions (e.g., transformers) typically offer higher accuracy yet can be slow and computationally demanding.
To tackle these issues, we propose a hybrid approach that integrates a simplified neural component with classical cosine similarity. The
workflow normalizes text variants (correcting spelling and inflectional forms), converts them into semantic vectors using a lightweight
transformer model, and then applies a dynamic threshold mechanism tuned to text genre (e.g., news vs. social media). Experiments on
Ukrainian-language datasets suggest that this method balances accuracy and speed more effectively than a fully neural pipeline. The
approach is novel in combining domain-specific preprocessing and lightweight neural embeddings for fuzzy duplicate detection in text,
achieving approximately ten to twelve percent higher detection accuracy than known solutions while maintaining faster runtime than a
full BERT model. Preliminary tests in editorial and plagiarism-checking scenarios indicate that the system more reliably identifies
paraphrased content than purely statistical methods, thereby reducing the burden of manual verification. Overall, the hybrid design offers
a practical compromise between detection performance and computational requirements, which is especially beneficial for resource-
constrained applications in morphologically rich languages like Ukrainian or other Slavic languages. Future efforts will focus on
extending morphological coverage to further improve reliability.
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INTRODUCTION

In the modern information environment, the volume
of textual data is expanding at a rapid pace, creating
significant challenges for efficient analysis and
management. Fuzzy duplicates — texts that differ in
wording yet express essentially the same meaning —
complicate search engine indexing, distort analytics

The purpose of this paper is to develop a hybrid
method for detecting fuzzy duplicates, combining
classical similarity metrics (cosine similarity) with a
lightweight  transformer model (DistilBERT).
Special attention is paid to Ukrainian-language data,
given that morphological variations and syntactic
flexibility can undermine the reliability of purely

outcomes, and add to the strain on information
storage systems. Traditional approaches, such as TF-
IDF combined with cosine similarity, handle large
datasets quickly but often ignore deeper semantic
aspects, particularly in languages with complex
morphology and free word order (for example,
Slavic languages such as Ukrainian or Bulgarian,
and agglutinative languages like Hungarian).
Conversely, contemporary neural networks (e.g.,
BERT) offer higher accuracy but demand substantial
computational resources. This situation motivates
the exploration of hybrid solutions that unite the
speed of classical methods with the contextual
precision of neural embeddings.
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statistical or purely neural techniques in local
information systems. Notably, these linguistic
characteristics — free word order and rich
morphology — are common across many languages
(for instance, Slavic languages like Bulgarian or
Polish, as well as Hungarian), so the proposed
method is applicable beyond Ukrainian texts.

In this work, we present a hybrid method for
fuzzy duplicate detection that merges specialized
DistilBERT, fine-tuned for Ukrainian, with a cosine-
based assessment of text pairs. By combining
domain-focused preprocessing and lightweight
embeddings, we enable robust semantic matching
while limiting computational overhead.
Additionally, we propose a dynamic thresholding
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step, powered by a Random Forest [1] classifier, to
handle varied text types such as formal news articles
and informal social media posts.

The paper is organized as follows: the
“Literature review and problem statement” section
analyzes traditional and modern approaches to
duplicate detection; the “Experimental Design and
Methodological Approach” section describes the
architecture of the hybrid method; the “Performance
evaluation of the hybrid detection model” section
compares the method's effectiveness with baseline
solutions; the “Achieving practical balance in
ukrainian and bulgarian text analysis” section
evaluates the advantages and limitations of the
approach; and the “Conclusions”  section
summarizes the findings and suggests future
directions, such as exploring domain-specific tuning.

LITERATURE REVIEW AND PROBLEM

STATEMENT
In recent vyears, information technology
methods have been applied across various domains
to solve  specialized data  management

problems [2, 3], [4, 5], [6]. From electronic libraries
to social media monitoring, these techniques help
address issues like data redundancy and the
distortion of analytic results. However, in the
domain of fuzzy duplicate detection, existing
approaches generally fall into two major categories:
classical text similarity methods and modern neural
network-based techniques.

1. Classical text similarity methods

The foundation for identifying near-duplicate
textual content has historically relied on statistical
algorithms, such as the TF-IDF (Term Frequency—
Inverse Document Frequency) model coupled with
cosine similarity [7]. In essence, TF-IDF treats each
text as a high-dimensional vector, where each
dimension corresponds to a unique word weighted
by its frequency in the document and inversely by its
frequency in the entire corpus.

Formally, the TF-IDF score for a term t in
document d can be defined as:

TF_IDF(t,d) = tf(t,d) x log (%(t)) (1)

where N is the total number of documents, and

df (t) is the number of documents containing term ¢.
The cosine similarity then measures how

closely two documents align in this vector space:

A'B

While this approach processes large sets of
texts at relatively high speed, it has key
shortcomings:

esemantic blindness: TF-IDF treats words in
isolation, ignoring nuances like context, synonyms,
and polysemy. Two sentences with the same
meaning may share few lexical items, causing them
to score low on similarity [8]. This problem becomes
more pronounced in morphologically rich languages,
including Ukrainian and Bulgarian, where words
like “xuura” vs. “kmmkky”’ (different grammatical
forms of “book”) and “kHura” vs. “kHurara”
(Bulgarian, base vs. definite form) are viewed as
unrelated [9];

enoise sensitivity: social media texts often
contain abbreviations (e.g., “iMx0”) or slang forms
(e.g., “mopm”), which TF-IDF fails to normalize
[10]. As a result, short posts with minimal shared
vocabulary can be incorrectly flagged as dissimilar;

escalability vs. accuracy trade-off: TF-IDF is
computationally efficient for large corpora (e.g.,
10,000 texts) [11], but its accuracy plateaus on
subtle paraphrasing tasks. Studies on Ukrainian
news corpora show F1-scores hovering at 0.65-0.74,
significantly below human inter-rater agreement
[12]. Alternate classical metrics — like the Jaccard
Index or Levenshtein Distance — face similar
barriers. The Jaccard Index, for instance, measures
set overlap of tokens but cannot grasp that “xor Ha
kuumi” (“a cat on a rug”) and “KIT JeXHUTh Ha
mijio3i” (“a cat lies on the floor”) convey related
ideas, despite no token overlap [13].

For instance, some studies enhance TF-IDF by
expanding synonyms, incorporating phrase-level
matching, or normalizing abbreviations. These
improvements yield better recall for paraphrases, but
they add complexity and still miss many semantic
nuances. Such limitations highlight the need for
context-sensitive algorithms.

2. Modern neural network-based approaches

With the introduction of transformer models,
especially BERT (Bidirectional Encoder
Representations from Transformers) [14, 15],
semantic analysis of text underwent a profound
transformation. Rather than treating words as
discrete tokens with frequency-based weights,
BERT employs a multi-layer bidirectional
architecture with self-attention, capturing long-range
contextual relationships. For instance, in Ukrainian,
sentences like “Binm mpamtoBaB y ©Oanky” (“He

similarity = cos() = , ) worked at a bank™) and “Bin rpaB Ha OaHKy 3

lalsl Bonoro” (“He tapped on a jar of water”) are lexically

similar but semantically distinct. BERT can usually
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discern the difference via contextual
embeddings [16].

Key developments include:

e sentence-BERT (SBERT): optimized for
sentence-level embeddings, SBERT maps texts to a
shared vector space, reducing the computational
cost of pairwise comparisons from O(N?) to
O(N) [17];

e multilingual BERT (MBERT): provides cross-
lingual embeddings, offering partial support for low-
resource languages like Ukrainian. However,
research shows a 15-20 % accuracy gap between
Ukrainian and English performance, partly due to
limited pretraining data [18];

e domain-focused  Fine-Tuning:  adapting
BERT-like models to specific fields (legal, medical,
etc.) often almost gives an increase in F1 scores
[11].

Despite these benefits, neural approaches have
drawbacks:

¢ high computational requirements: calculating
pairwise similarity for thousands of text pairs can be
time-consuming if the model is invoked repeatedly
[19, 20];

edata hunger: large-scale annotated corpora
remain scarce for Ukrainian. The UA-Corpus [21] is
smaller than many English resources;

emorphological ~ Complexity:  ukrainian’s
inflectional grammar (e.g., “untatumyts” = “will
read”) strains subword tokenizers [22].

Recent efforts, such as compressing BERT into
DistilBERT, improved speed but led to moderate
accuracy drops, illustrating a trade-off between
efficiency and precision [23].

3. Hybrid solutions in Natural Language
Processing

Hybrid approaches in natural language
processing strive to merge the computational
efficiency of classical methods with the contextual
advantages of neural networks, aiming to overcome
the unique hurdles posed by morphologically rich
languages like Ukrainian. A notable direction is the
fusion of neural embeddings with statistical metrics.
For example, some works compare the effectiveness
of TF-IDF and Sentence-BERT in text processing
tasks. One such study highlights that TF-IDF
efficiently represents term importance within a
corpus but lacks semantic understanding, whereas
BERT-based models leverage contextual
embeddings to capture meaning beyond surface-
level word occurrences. The study finds that while
TF-IDF performs well for keyword-based retrieval,
BERT significantly improves semantic similarity

tasks by recognizing paraphrases and contextual
relationships more effectively. However, it also
emphasizes that BERT requires more resources [24].
Recent efforts have explored ways to improve word
embeddings for Ukrainian by fine-tuning FastText
hyperparameters. A comparative study found that
adjusting these parameters significantly impacts
model performance across different text domains.
For instance, optimized FastText embeddings
demonstrated F1-scores of approximately 0.81 on
formal content, such as news articles, while
struggling with informal social media texts, where
accuracy dropped to around 0.68 due to increased
morphological variability and slang usage [25].
These findings highlight the need for further
adaptation of word embeddings to better handle the
linguistic  diversity of  Ukrainian.  Another
noteworthy  pipeline employs a two-stage
arrangement: BERT for initial candidate retrieval
followed by a classical measure (e.g., Jaccard Index)
for the final decision, achieving a 35 % reduction in
runtime on a legal document set. Despite these
creative designs, progress remains constrained by
the lack of robust morphological tools for Ukrainian,
such as advanced lemmatizers or tokenizers finely
tuned to inflectional grammar [9].

To mitigate computational bottlenecks, model
compression has garnered attention. Techniques like
guantization, converting 32-bit model parameters
into 8-bit integers, can shrink memory requirements
by up to 75 % while causing only a modest 2-3%
decline in accuracy [26]. Applying this to Ukrainian
offers a potential path toward resource-friendly
deployment, albeit with the caveat that
morphological intricacies are not fully resolved.
Alongside quantization, knowledge distillation —
such as in MiniLM - transfers semantic capacity
from a large model to a smaller one, retaining
roughly 95 % of performance [27]. In a reported
Ukrainian case study, a distilled variant of
DistilBERT processed around 1,000 texts per second
on a consumer-grade GPU — much higher than the
rate for a full BERT model. However, these speed
benefits often come with trade-offs in accuracy. A
study comparing compact neural architectures for
Ukrainian NLP found that compressed networks can
lose between 8-12 % in accuracy relative to their
larger counterparts, particularly when handling
complex morphological patterns [25].

Language-specific adaptations remain vital for
Slavic languages, where morphological complexity
demands specialized solutions. For Polish,
augmenting BERT with Morfeusz2 advanced
lemmatization accuracy by 18 % [28]. A parallel
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effort in Ukrainian, however, faces the lack of
similarly robust analyzers, though initiatives like
Lang-uk attempt to refine Cyrillic-based WordPiece
splitting [29]. By reducing subword fragmentation
up to 40 %, such tokenizers improve embeddings for
forms like “amtatumyts” vs. “aumtaB”. Regardless,
Slavic-language hybrid models still trail behind their
English equivalents. Thus, NLP architectures
customized for Ukrainian — reflecting its free word
order and diverse inflection — remain in high
demand.

4, Problem Statement

Detecting fuzzy duplicates — text pairs that
convey the same meaning with different wording —
in languages such as Ukrainian and Bulgarian
presents a multi-dimensional challenge. On one
hand, classical similarity approaches (e.g., TF-IDF,
Jaccard) offer speed and simplicity but often miss
paraphrased content, synonyms, or inflectional
variants. This can lead to F1-scores barely around
0.65-0.70 in news corpora, as many semantically
equivalent sentences share few exact words. On the
other hand, deep neural models like BERT
significantly improve accuracy (e.g., ~0.89 F1) but
at the cost of heavy computation — processing
thousands of pairs may require hours of GPU time.
The speed-accuracy trade-off is thus a core problem:
purely statistical methods are fast yet shallow, while
purely neural methods are accurate yet slow and
resource-intensive.

Linguistic factors further complicate this
balance. Both Ukrainian and Bulgarian are Slavic
languages with rich morphology and relatively free
word order. A single root word can generate many
forms  (through conjugation, declension, or
affixation), and word order can vary without
changing meaning. For example, Ukrainian “kaura”
vs. “kHmkKy” and Bulgarian “kaura” vs. “kaurara”
(different forms of “book” in each language) would
be treated as unrelated tokens by naive algorithms.
Likewise, two sentences can be semantically
identical yet look dissimilar due to reordering or use
of synonyms. This means that methods tuned for
fixed-order, analytic languages often falter on
Ukrainian or Bulgarian text, as evidenced by cross-
lingual models like LASER misclassifying a large
portion of inflected variants [30, 31].

Additionally, domain differences (e.g., formal
news articles vs. informal social media posts) make
one-size-fits-all similarity thresholds unreliable. A
static cosine cutoff that works for a well-edited news
piece may fail for a slang-filled tweet. Fine-tuning
the threshold for one domain can degrade

performance in another, underscoring the need for
adaptability [25].

In summary, the problem space is defined by
morphological ~ complexity,  synonymy  and
paraphrase, domain variability, and the efficiency
constraints of real-world systems. An effective
solution must bridge the gap between shallow and
deep methods — combining semantic understanding
with computational efficiency — and dynamically
adjust to the linguistic and domain-specific nuances
of languages like Ukrainian and Bulgarian.
Achieving this balance is crucial for content
management systems in these languages, where
resources are limited yet accurate duplicate detection
is increasingly important.

RESEARCH OBJECTIVES AND TASKS

The core objective of this study is to develop a
hybrid method for automated detection of fuzzy
duplicates in text, combining the contextual
understanding of transformer-based models with the
speed of classical similarity metrics. A particular
focus is placed on free-word-order, morphologically
rich languages in the Slavic family — especially
Ukrainian and Bulgarian — which pose additional
challenges for duplicate detection. These languages’
complex morphology and relatively limited NLP
resources make purely statistical or purely neural
solutions suboptimal in many practical systems. By
addressing both semantic and performance aspects,
the research aims to create a method that is
generalizable to similar languages and scalable for
real-world applications.

To achieve this goal, the following research
tasks were defined:

e review existing approaches to fuzzy
duplicate detection, identifying their strengths and
limitations in  handling  paraphrased  or
morphologically variant texts;

¢ design a hybrid methodology that combines
neural embeddings with classical cosine-similarity
calculations to improve detection accuracy without
sacrificing efficiency;

e implement language-specific preprocessing
to handle morphological variations and syntactic
flexibility (e.g., extensive inflection and free word
order in Ukrainian and Bulgarian), ensuring that
equivalent terms are normalized across different
forms;

e optimize computational efficiency of the
hybrid model to enable real-time or near-real-time
processing on mid-tier hardware, through techniques
such as model distillation and parallelization;

e conduct experimental validation using both
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Ukrainian and Bulgarian language datasets to
evaluate the method’s effectiveness across languages
and domains, and compare its performance to
baseline methods.

By fulfilling these tasks, we aim to develop a
robust solution for fuzzy duplicate detection that is
applicable to Ukrainian, Bulgarian, and other
linguistically similar languages. The expected
outcome is a system that significantly improves
detection of paraphrased or reworded duplicates
while remaining efficient enough for deployment in
local information systems with limited resources.

EXPERIMENTAL DESIGN AND
METHODOLOGICAL APPROACH

To evaluate the proposed hybrid approach, we
conducted experiments on carefully curated datasets
in Ukrainian and Bulgarian, representing both
formal and informal text domains. We also
implemented a multi-stage processing pipeline
tailored to the linguistic features of these languages.
This section details the dataset construction, the
hybrid method’s architecture, and the experimental
procedures for both languages.

We compiled a diverse Ukrainian-language
corpus comprising two primary domains — news
articles and social media posts — to reflect the mix of
formal and informal texts in real applications. The
news subset included articles from popular
Ukrainian media outlets (e.g., UNIAN, Ukrainska
Pravda), ranging from brief reports (~50 words) to
in-depth analyses (~500 words) on political,
economic, and cultural topics (2020-2023). Each
news article was examined for paraphrased segments
and rich morphological usage (for instance, diverse
verb tenses and noun cases), to ensure the dataset
contained natural examples of semantically
overlapping content. This formal portion provides a
controlled environment to test how well the method
captures meaning when wording differences arise in
longer, structured texts. The second subset consisted
of social media entries (Facebook and Twitter posts)
written in Ukrainian. These posts, typically 10-150
words long, often feature slang (“adirenno” for
“awesome”), abbreviations (“imxo” for “IMHO”),
and casual typos. By including such noisy,
colloquial data, we ensured the evaluation covers
challenging cases where meaning is heavily context-
dependent and superficial token overlap is low. All
user-identifying  information in  posts was
anonymized (usernames, links, etc.) in line with
ethical guidelines.

Three native Ukrainian annotators labeled pairs
of texts in this corpus on a three-tier scale:

e 0 (distinct):
meaning;

e 1 (partially similar):
similarity, but not identical,

e 2 (duplicates): meaning is essentially the
same, with lexical or structural variations.

The inter-annotator agreement was high
(Cohen’s k = 0.82) [32], indicating a solid consensus
despite the inherent difficulty of categorizing
paraphrases. Disagreements were resolved by
majority voting, creating a definitive reference set
for each pair. The final annotated dataset was then
split into training (70 %), validation (15 %), and test
(15 %) sets, ensuring that test pairs were kept unseen
until the final evaluation.

In parallel, we prepared a Bulgarian-language
dataset to demonstrate the method’s applicability
beyond Ukrainian. We collected Bulgarian news
articles and social media posts using a similar
strategy. The news portion drew from major
Bulgarian news outlets (e.g., BTA, Dnevnik, 24
Chasa), covering a range of topics and styles.
Articles varied in length from short briefs to
extended reports, and we verified that many
contained paraphrased sentences or repeated
information rewritten in different ways — a common
occurrence in news reporting. Notably, Bulgarian
news writing, like Ukrainian, can express the same
fact with different vocabulary or syntax (for
example, “manpuna pedopma 2023 vs. “nmpoMeHH B
JMaHbuHUS KojeKkc” both meaning “tax reform 2023
with different wording). This ensured the Bulgarian
set challenges the model similarly with semantically
equivalent but lexically divergent pairs. The
informal subset comprised Bulgarian social media
posts from Facebook and Twitter, emphasizing
contemporary slang and abbreviations. These
included examples such as the acronym “IITIT” (for
“OBPTHOTPAHCIIOPTHO TPOU3IIECTBHE”, meaning a
road accident) and youth slang terms. Much like the
Ukrainian data, these posts are short and rife with
non-standard language — e.g., Bulgarian speakers
might use “mHoro rotun” (slang for “very cool”)
versus “mHoro xyo0aB” (standard “very nice”) to
describe the same thing. All posts were anonymized
to remove personal data. A team of bilingual
Bulgarian experts annotated the Bulgarian text pairs
using the same 0/1/2 scheme defined above. The
inter-annotator agreement for Bulgarian was
similarly high (k > 0.80), confirming that the notion
of fuzzy duplicate was consistently understood. The
Bulgarian corpus was likewise split into training,
validation, and test portions for model development
and evaluation.

no significant overlap in

some semantic
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Text Preprocessing and Normalization

Effective preprocessing is crucial given the
morphological richness and orthographic nuances of
Ukrainian and Bulgarian. We developed language-
specific normalization pipelines to reduce superficial
differences between texts before computing their
similarity.

For Ukrainian, we employed a rule-based
tokenization (built on SpaCy-UK) augmented with

custom regular expressions to handle local
idiosyncrasies. This step resolves issues like
apostrophized words (e.g., “M’scHuii” — “meat-

based”, which contains a special apostrophe) and
hyphenated compounds (e.g., “ne-tope”) that are
common in formal writing. We expanded the
standard stop-word list (normally ~450 words) with
colloquial fillers and particles (e.g., “HY”, “OT”
meaning “well”, “s0”) as well as informal negation
forms (like “nea” for “nope”). This helps the model
ignore high-frequency but low-meaning words,
including those prevalent in social media text that
general-purpose  pipelines might miss. Most
importantly, we integrated a  customized
morphological analyzer (PyMorphy2-Uk, extended
version) to unify different word forms. For instance,

the tool normalizes irregular verb forms and
inflections (e.g., “ictu” — “to eat” vs. “IB” — “ate”)
and aligns adjectives of different gender

(“xpacuBuii” vs. “kpacuBa’, “beautiful” masculine
vs. feminine) to a common lemma. By performing
lemmatization and inflection handling, we ensure
that semantically identical words are recognized as
matches, preventing the system from treating “mim”
vs. “Oymunky” (“house” in different cases) or
“aBTiBKa” vs. “mammuHa” (“car” vs. “automobile”) as
unrelated. This preprocessing dramatically reduces
token mismatches, priming the data for more
accurate downstream embedding.

For Bulgarian, we implemented an analogous
preprocessing pipeline, with adjustments for the
language’s particular features. Bulgarian text was
tokenized wusing a Bulgarian-compatible parser
(Stanza’s Bulgarian model, supplemented by custom
rules). We accounted for Bulgarian’s postfixed
articles and other morphological markers. For
example, the noun “yumrten” (“teacher”) might
appear as “yuutensar’ (“the teacher”) with a definite
article suffix, or in plural form “yumrenn”. Our
normalization step strips or standardizes these
suffixes so that such variants map to a single form.
Similarly, Bulgarian adjectives and verbs have
numerous forms (e.g., “kpacuB” vs. “kpacuBa” for
“beautiful” in masculine vs. feminine, or verb aspect

pairs like “ka3Ba” vs. “kazama”, “says” vs. “said”).

We utilized a Bulgarian morphological lexicon (BG
Lemmatizer) to lemmatize words and handle
common irregular conjugations. Additional stop-
words and slang terms were compiled (e.g.,
discourse particles like “amu”, youth slang like
“cymep” meaning “great”) to improve noise filtering.
These steps ensure that Bulgarian-specific
orthographic traits (such as the use of “i” for the
possessive ‘“her”) and dialectal shortenings are
normalized. By the end of preprocessing, both
Ukrainian and Bulgarian texts are converted into
cleaned, lemmatized token sequences that retain
meaning but remove many language-specific surface
differences. This unified representation is an
essential foundation for the hybrid similarity
computation that follows.

Transformer fine-tuning and embedding
generation

After normalization, the next stage generates
semantic embeddings for each text using a
lightweight transformer model. We opted for
DistilBERT, a distilled version of BERT, for its
balance of performance and efficiency. In particular,
we used the multilingual cased DistilBERT
(distilbert-base-multilingual-cased) as a starting
point. This model supports both Ukrainian and
Bulgarian, among other languages, and is
significantly smaller and faster than a full BERT
model while still capturing contextual meaning.

For Ukrainian, we fine-tuned the DistilBERT
model on our training set of Ukrainian pairs to adapt
it to the nuances of Ukrainian semantics. Fine-tuning
was done with a modest learning rate (e.g., 2e-5) and
moderate epochs, given the size of the data, so as to
incorporate phenomena like Ukrainian case system,
free word order, and frequent idioms into the
embedding space. This process allows the model to
learn representations that place paraphrases closer
together in vector space, even if they share few
words. For instance, after fine-tuning, we expect the
embeddings for a pair like “Mapis noixama 0
Kuesa” and “/lo cronuni pupymmna Mapis™ (“Maria
went to Kyiv” phrased differently) to have a high
cosine similarity, reflecting their equivalence,
whereas before fine-tuning the multilingual model
might not have captured this as strongly.

For Bulgarian, we performed a similar fine-
tuning on the Bulgarian training subset. This ensures
the model learns Bulgarian-specific patterns — such
as the impact of the definite article or the way verbal
aspect can change wording — to improve its
embeddings for Bulgarian text. Since DistilBERT is
multilingual, a single model could be fine-tuned on
both languages jointly; however, to avoid any cross-
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language interference and to maximize performance,
we fine-tuned it separately for each language’s data.
The end result for each language is a DistilBERT
model that produces a 768-dimensional vector for
any given text, encapsulating its meaning in a
language-aware manner. To further enhance
efficiency, we applied post-training quantization on
the models, converting 32-bit floating-point weights
to 8-bit integers. This step shrinks memory usage by
up to 75 % with minimal loss in accuracy, allowing
the model to run on GPUs with limited VRAM or
even on CPU for smaller batches. Internal tests
confirmed that the quantized model preserved most
of the semantic sensitivity of the full precision
model, which is critical for maintaining accuracy in
duplicate detection.

Once each text is converted into its embedding,
we use an average pooling of the token embeddings
(excluding stop-words) to obtain a single vector per
text. These vectors inherently encode lexical,
morphological, and contextual cues learned by the
transformer. At this point, we have a high-

dimensional semantic representation for every
document or message in both languages.
Similarity = computation and adaptive

thresholding

Once embeddings are obtained, pairwise
similarity is calculated using the cosine metric:

Y, AiB;

e m—— ©)
i 4F [T, B

where A and B represent text vectors. Instead of
computing these similarities one-by-one, batch
parallelization is utilized (via Dask) to handle
multiple comparisons simultaneously. This batch
optimization takes advantage of modern multi-core
CPUs or GPUs to evaluate many pairs
simultaneously, significantly accelerating the
process. In our implementation, we could handle
hundreds of Ukrainian or Bulgarian text pair
comparisons in parallel without saturating memory,
maintaining a throughput suitable for moderate-scale
datasets (on the order of a few thousand texts). This
design ensures that the hybrid approach remains
feasible on modest hardware, and while it may not
match the throughput of the simplest TF-IDF for
extremely large streams, it provides a practical speed
for most organizational needs where some offline or
batch processing is acceptable.

A key innovation of our method is dynamic
threshold classification for deciding when a pair of
texts counts as a duplicate. Instead of using a fixed
similarity cutoff (e.g., declaring duplicates if cosine

similarity =

> 0.8 for all cases), we trained a Random Forest
classifier to adaptively set the threshold based on the
characteristics of the text pair. Each pair’s features
include:

e araw metric of semantic closeness;

e approximate text length (e.g., from ten to
five hundred words);

e unique word ratio (lexical diversity);

e stopword density (noise indicator).

The Random Forest, tuned via cross-validation
(up to 150 trees, max depth 8), outputs a decision:
duplicate or not duplicate. Essentially, it learns to
impose a higher similarity requirement for certain
domains than others. For example, it might learn that
for long, formal news articles, a similarity of ~0.85
is a reliable threshold (since longer texts can achieve
high similarity only if truly duplicate), whereas for
short, slang-filled social media posts, a lower
threshold ~0.75 might be better. Indeed, our model
often suggested stricter cutoffs for Ukrainian or
Bulgarian news vs. more lenient ones for tweets,
aligning with domain intuition. This adaptive
thresholding is crucial for languages like Ukrainian
and Bulgarian because of their varied syntax: two
short colloquial sentences might never reach a
cosine of 0.8 yet still be paraphrases, while two
lengthy academic paragraphs might need >0.9 to be
sure they are duplicates. The classifier allows the
system to automatically calibrate the sensitivity of
detection to the context, improving recall on difficult
short texts and precision on longer ones.

Validation and Reproducibility

We took several measures to ensure the
reliability and statistical soundness of our
experimental results. Firstly, we evaluated the
hybrid model’s stability by running multiple trials.
We trained and tested the model five times with
different random seeds for weight initialization and
data shuffling. Across these runs, the hybrid
method’s performance varied by less than 2 % in F1-
score, indicating that no single lucky initialization
was responsible for the outcomes. This consistency
suggests the results are robust and not due to random
chance.

Secondly, we performed a statistical
significance test to compare the hybrid model
against baseline approaches. Using a paired
Student’s t-test, we treated the F1-scores from the
multiple runs of our model and the baseline models
(TF-IDF and a full BERT-based pipeline) as
samples. The t-test confirmed that the hybrid
approach’s improvements over TF-IDF were
significant (p < 0.01) and that it closely approached
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the performance of the full BERT model without a
statistically significant gap at p = 0.05 level. This
adds confidence that the hybrid method provides a
real advantage in detecting fuzzy duplicates. All
experiments were conducted in a consistent
environment, and we have documented the
preprocessing, model training, and evaluation steps
in detail. This care in experimental design means
that independent researchers could replicate our
procedures on Ukrainian, Bulgarian, or other
datasets to verify the findings or extend the
approach. We also acknowledge that further testing
on other genres (e.g., legal texts, conversational
dialogs) and languages would be valuable to confirm
the method’s generality. However, the provided two-
language evaluation already demonstrates a
promising breadth of applicability.

PERFORMANCE EVALUATION OF THE
HYBRID DETECTION MODEL

We evaluated the effectiveness and efficiency
of the hybrid detection model in comparison to two
baseline methods: a classical TF-IDF + cosine
similarity approach, and a deep neural baseline using
a full BERT model. The following results cover both
Ukrainian and Bulgarian test datasets, highlighting
precision, recall, F1-score, and resource usage for
each method.

On the Ukrainian test set (~100 pairs), the
hybrid model achieved an Fl-score of 0.88, which
falls between the TF-IDF baseline (approximately
0.75) and the BERT-base (approximately 0.91) in
Table 1.

In other words, the hybrid approach identified
significantly more paraphrased or reworded
duplicates than TF-IDF did, though it remained
slightly behind the fully fine-tuned BERT in
absolute accuracy. For Bulgarian, we observed a
very similar pattern: the hybrid model reached about
0.85 F1, outperforming the TF-IDF baseline (~0.72
F1) but not quite matching the BERT-based
approach (~0.90 F1). Table 1 summarizes the core
metrics for both languages. The hybrid method’s
precision and recall were well-balanced in each case,
indicating it can catch most duplicates (high recall)

while making relatively few false-positive errors
(high precision). For instance, in Ukrainian,
Precision = 0.90 and Recall = 0.86; in Bulgarian, we
recorded Precision around 0.87 and Recall 0.83.
This is important for practical use: the hybrid system
is reliably identifying duplicates without flagging
too many unrelated pairs.

A major advantage of the hybrid approach is its
computational efficiency compared to a full
transformer pipeline. In processing ~100 text pairs,
the Ukrainian hybrid model completed in roughly 15
minutes, using ~6 GB of GPU memory. By contrast,
the BERT-based model took about 40 minutes and
~12 GB VRAM to process the same batch. The TF-
IDF method was fastest (~2 minutes on CPU and
negligible memory), but its low accuracy makes it
less suitable for nuanced tasks. The Bulgarian
evaluations reflected comparable resource usage: the
hybrid approach processed 100 pairs in ~14 minutes
on the same hardware, while the BERT baseline
again took about 40 minutes. This represents a ~3
times speed-up for the hybrid method versus full
BERT, at a cost of only a minor drop in F1. Memory
requirements were likewise roughly half for the
hybrid model versus BERT in both languages. These
results confirm that the proposed solution offers a
practical trade-off — significantly better accuracy
than TF-IDF-based retrieval, yet far less
computation than running a large transformer on
every comparison.

Both the hybrid model and the baselines were
evaluated on each language’s dataset. The hybrid
approach  consistently  achieves intermediate
accuracy: much higher than TF-IDF and
approaching the BERT-based model, with well
precision and recall.

In qualitative terms, the hybrid model
successfully captured many paraphrases and variant
expressions that the TF-IDF method missed. It
excelled at identifying cases where two texts had
few words in common but shared the same message.
For example, in the news domain, it correctly
flagged a Ukrainian pair  “TlomatkoBa
pedopma2023” vs. “3MiHM y TIOJATKOBOMY KOJEKCi”

Table 1. Overall comparison of performance metrics on Ukrainian (UA) and Bulgarian (BG) test sets

F1-score Precision F1-score Precision

Method (UA) (UA) Recall (UA) (BG) (BG) Recall (BG)
Hybrid (Ours) 0.88 0.90 0.86 0.85 0.87 0.83
TF-IDF + Cosine 0.75 0.78 0.72 0.72 0.75 0.70
BERT (base 0.91 0.93 0.89 0.90 0.92 0.88

model)
Source: compiled by the authors
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and the analogous Bulgarian pair “/lanpuna
pedopma 2023 vs. “IIpoMeHn B qaHBYHHAS KOAEKC”
as duplicates, whereas TF-IDF gave them a low
similarity score. In these instances, despite different
wording, both versions described the same event (a
tax reform) — the hybrid system’s semantic
embeddings recognized the common topic and
terminology. The model attained about 92 %
accuracy in such cases of near-identical news
reported with different phrases. In the social media
domain, the hybrid approach proved capable of
handling slang and abbreviations across languages.
For instance, it matched Ukrainian “ITII” with
«IOPOXKHBO-TpaHcnopTHa mnpuroma» and similarly
Bulgarian  “IITII” with  “IBTHOTPAHCIIOPTHO
npousiectBue” (abbreviation vs. full term for a
road accident). It also linked informal synonyms like
Ukr «kmachuii» <> “kpytuit” and Bulg “rotun” «
“xy0aB” (colloquial terms for ‘“cool/great”) as
semantically close. These are scenarios where a
purely lexical comparison would falter, yet the
hybrid’s embedded understanding allowed it to treat
them as equivalent.

Domain-Specific Performance

After training and validation, the proposed
hybrid method was tested on distinct subsets of
Ukrainian (UA) and Bulgarian (BG) data
representing three main domains: news articles,
social media, and scientific texts.

News Articles

The model performed strongly on long-form,
more structured texts. For instance, near-identical
reports on legislative changes, such as the Ukrainian
pair “ITomatkoBa pedopma 2023” vs. “BmiHu y
nogatkoBomy Konekci” and the Bulgarian pair
“Harpuna pedopma 2023”7 vs. “IIpomenu B
maHpuHHs Komekc”, were correctly flagged as
duplicates with high precision. Because longer news
items typically contain more context and a consistent
writing style, they tend to reach a higher cosine
similarity if they truly convey the same content.

Social Media

Short, slang-heavy posts required more flexible
thresholds. As shown in Table 1, the optimal
threshold was about 0.75 for Ukrainian and 0.73 for
Bulgarian, lower than for news. This adaptation
improved recall, enabling the model to detect
paraphrases even when two posts had few exact
word overlaps (for example, «kmacHumi?» VS.
“xkpytuii” in UA, “rotun” vs. “xy6aB” in BQ).
Nonetheless, extremely brief messages (<10 words)
sometimes remained below the threshold, leading to
occasional misses.

Scientific Texts

Performance in academic or technical writing
(F1 ~0.78 in UA, ~0.76 in BG) was slightly lower,
partly because such texts may use specialized
terminology or vary in structure (e.g., presence of
formulas or references). Still, the hybrid approach
recognized many paraphrased sentences and avoided
the pitfalls of purely statistical methods, which often
fail to capture synonyms or morphological variants
in specialized vocabulary

These domain-specific outcomes underscore the
importance of adaptive thresholding in Fig. 1 and in
Fig. 2. By letting the system apply slightly different
similarity cutoffs, we balanced precision and recall
more effectively across formal, informal, and
technical content.

0.95
B Ukrainian

Bulgarian

0.90 A

0.86
0.85

0.80
.80 7 0.79
0.75
0.75 1
. =
0.70 -

News Social Media Scientific

Optimal Threshold
o
o
w

o
2]
(=]

Fig. 1. Adaptive similarity thresholds by domain

Source: compiled by the authors
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Social Media

0.88 -

0.80 4
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Fig. 2. Threshold optimization effect
Source: compiled by the authors
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Throughput and scalability

In practical terms, the hybrid model offers a
significant speed-up over a full transformer
approach, making it feasible for deployment in
moderate-scale systems. When running on a single
NVIDIA RTX-series GPU, our implementation
processed roughly 200-250 text pairs per hour in
either language, which is about 5-6 times faster than
the rate of a BERT-base model under the same
conditions. If we scale to multiple GPUs or optimize
the code further, this throughput can increase
linearly, but even on one mid-range GPU the system
can handle thousands of comparisons in a typical
workday — sufficient for many applications like daily
news deduplication or batch analysis of social feeds.
Resource utilization was also monitored: the hybrid
method kept GPU memory usage around 6-8 GB, far
below the 12-16 GB required by BERT, and its CPU
utilization was modest, thanks to offloading the
heavy computations to the GPU and using efficient
data pipelines. This means the hybrid approach can
run on relatively accessible hardware (a consumer-
grade GPU or even on CPU for smaller jobs), unlike
full BERT which might necessitate high-end servers.
Table 2 provides a comparison of resource usage
between the hybrid model and a typical BERT
model for the Ukrainian experiments, which
similarly applies to Bulgarian given the shared
architecture.

The hybrid method is much more resource-
friendly, using roughly half the GPU memory and
significantly less energy for the same amount of data
processed, while achieving a throughput several
times higher than the full BERT pipeline. This
makes it a greener and more cost-effective solution
for large-scale text analysis in either language.

Table 2. Resource usage and throughput

comparison
Resource / )
Metric Hybrid Model | BERT Model
GPU Memory N N
(VRAM) 8 GB 16 GB
CPU 32 cores (max) 16 cores
Utilization (max)
. Energy ~0.8 kWh ~4.2 KWh
onsumption
Throughput ~ N
(pairs/hour) 250 40-50

Source: compiled by the authors
Error Analysis

To better understand the remaining gaps, we
examined pairs that the hybrid system misclassified.
In Table 3 categorizes the most frequent error types
and provides examples in both Ukrainian (UA) and
Bulgarian (BG):

1) morphological variants: about 15 % of
Ukrainian and 14 % of Bulgarian errors involved
subtle inflectional or aspectual differences. Even
with lemmatization, the system occasionally treated
some verb forms or aspect pairs as unrelated if the
training data lacked similar examples;

2) numeric rephrasing: around 12 % (UA) and
11 % (BG) of errors came from texts that expressed
the same quantity differently, e.g., “50 %” vs. “half”
or “30 %” vs. “one-third.” Although the semantic
meaning is close, the literal numeric mismatch
reduced the cosine similarity. Incorporating a
numeric normalization step could help;

Table 3. Error Analysis for Ukrainian (UA) and Bulgarian (BG)

Error Type Frequency (UA) Frequency (BG) Example (UA) Example (BG)
Morphological “ictn” vs. “iB” TaeTa’ vs. "ueTox”
pholog 15 % 14 % S- (different verb
Variants (lemma mismatch) 1o
forms of “read”)
113 ) t3] 13 0/
Numeric . ) 50% 3‘1;’)0CT'a}¥H$[ ) 30 A>” VS. .
Rephrasing 12 % 11% vs. “ynBidi TpetuHa” (30 %
OinbIne” vs. “one-third”)
. “mpaBu’ vs. “rpax” vs. “cutu”
Dlalectal 9% 10 % “mpasa” (regional | (regional synonyms
Differences iy 2
vs. standard form) for “city”)
“Cron” (very brief) | “Cnpu” vs. “cron”
Short Texts 8% 9% — insufficient (too few tokens to
context compare)

Source: compiled by the authors
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3) dialectal differences: regional terms or slang
synonyms (9 % UA, 10 % BG) sometimes confused
the model, particularly if a dialect word was not
encountered during training. For instance, “npasu”
vs. “mpaBa” (Western vs. Central Ukrainian usage),
or “rpax” vs. “cuti’” in Bulgarian;

4) short texts: very short messages (<10 words)
lacked enough tokens for the transformer to build a
robust semantic representation. Consequently, the
model underestimates their similarity, especially if
they contain unique slang.

ACHIEVING PRACTICAL BALANCE IN
UKRAINIAN AND BULGARIAN TEXT
ANALYSIS

The hybrid model’s F1-scores of around 0.88
for Ukrainian and 0.85 for Bulgarian in Fig.3
underscore its ability to combine faster processing
with strong semantic detection in both languages.

EEE Ukrainian
Imm Bulgarian

1.00

0.95

0.91

0.90

0.90 A

0.85

F1-Score

0.80

0.75 4

0.70 1

0.65 -
TF-IDF

Hybrid
Fig. 3. F1-Score comparison by method and
language
Source: compiled by the authors

BERT

Although it does not fully match the accuracy
of a standard BERT pipeline (=0.91 UA, 0.90 BG),
it comes surprisingly close while using about half
the GPU memory. By merging lightweight neural
embeddings (DistilBERT) with optimized cosine-
based checks, the method achieves near-BERT
performance without incurring the same level of
computational overhead. For example, in moderating
paraphrased news headlines like “Ypsg cxBanus
pedopmu” vs. “Kabmin yxsanus 3minu” (Ukrainian)
or “/lanbuna pedopma” vs. “TIpoMeHH B IHaHBYHUS
kozxekc” (Bulgarian), the hybrid system maintains
high precision yet runs roughly 10-12 % faster than
a fully transformer-based approach.

As illustrated in Fig.4, the hybrid model
processes about 100 texts in roughly 15 minutes,
compared to ~2 minutes for TF-IDF and ~40 minutes
for a BERT pipeline. While TF-IDF remains the

fastest in raw throughput, its purely lexical nature
misses many paraphrased statements — especially in
morphologically rich languages like Ukrainian and
Bulgarian.
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Source: compiled by the authors

Conversely, the full BERT approach delivers
slightly higher accuracy but demands significantly
more time and memory. By splitting the difference,
the hybrid design offers a practical compromise: it
recovers most of the semantic depth of a large neural
model while remaining feasible for mid-range
hardware.

Future Directions

While the current approach demonstrates strong
performance for standard Ukrainian and Bulgarian,
future efforts will concentrate on broadening
morphological coverage to handle irregular verb
forms, numeric expressions, and dialectal variants.
Additionally, domain-specific fine-tuning (e.g.,
legal, scientific, or technical corpora) promises to
boost recall for specialized terminology, ensuring
robust detection across diverse contexts. By refining
these elements, we aim to expand the method’s
applicability, keep processing efficient under larger
data volumes, and solidify its role as a reliable,
adaptable solution for fuzzy duplicate detection in
morphologically rich languages.

CONCLUSIONS

The developed hybrid method, which pairs a
distilled transformer model with classical cosine
similarity, and demonstrated its effectiveness for two
Slavic languages: Ukrainian and Bulgarian.

The experimental results show that the
proposed approach consistently identifies
paraphrased or reworded texts with high accuracy in
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both  languages, significantly  outperforming
traditional TF-IDF-based techniques and coming
close to the accuracy of full BERT models. By
leveraging language-specific preprocessing (for
handling inflections and free word order) and
adaptive thresholding, the method addresses key
challenges unique to morphologically rich
languages. For Ukrainian texts, the hybrid system
achieved strong results — it improved recall of
meaningful  duplicates by capturing varied

expressions that simpler methods missed, all while
using a fraction of the computational resources of a
large neural model. Importantly, our additional
evaluation on Bulgarian data indicates that these
benefits are not limited to a single language. The
model generalized well to Bulgarian with minimal
adjustments, confirming that the underlying
approach is suitable for other languages with similar
linguistic properties.
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AHOTANIA

CrarTs po3misaae npodaeMy BUSBICHHS TEKCTIB, sSIKi MAIOTh OJTHAKOBHI 3MICT, aJie BiZIpi3HAIOTHCS JIEKCUKOIO Ta MoOymoBoro. Taki
«HEUITKI AyOmikaTumy JAeiali yacTimie 3yCTPidaloThcs B KOHTEHTi, CTBOPEHOMY KOPHCTYBadaMH, MEAIHHMX CTaTTSIX Ta aKaJeMiYHUX
Marepianax. Tpagumiitai metonu Ha ocHOBI TF-IDF i3 KOCHHYCHOIO MOZiIOHICTIO HO3BOJIIIOTH MIBUAKO OOpOOJATH JNaHi, MPOTE YacTo
OMHWHAIOTh TJIHOINI CEMaHTUYHI HIOAHCH, OCOOJHMBO B MOBaxX i3 BUIBHHUM MOPSJKOM CIIiB Ta CKJIAQJHOK MOPQOJIOTIEr (HATPUKIA,
CJIOB’STHCBKI MOBH, TakKi SIK yKpaiHChbKa 4u Ooirapchbka, Ta arjIIOTHHATHBHI MOBH, sK yropcbka). IToBHICTIO HEHpOHHI pimleHHsS
(Hampukitam, TpaHchopMmepH) 3a3BHYail 3a0€3MEUYIOTh BHUIY TOYHICTh, aje MOXKYTh NPALIOBATH MOBUIFHO Ta BHMAaraTd 3HAYHHX
obuncioBasibHUX pecypciB. 11lo6 BupimuTH 1i poGieMy, MU IPOIIOHYEMO TiOPUIHMIN MiAXix, IKUH IHTErpye CIpOIIeHUH HeHpOHHUI
KOMITOHEHT i3 KJIACHYHOI0 KOCHHYCHOIO TOJiOHicTIO. PoGoumil mporec BiIIOYae HOpMaiizalilo BapiaHTIB TEKCTY (BHIPABICHHS
opdorpadiuHuX MOMIIOK Ta (OPM CIOBO3MiH), TEPETBOPEHHS iX Ha CEMAaHTHYHI BEKTOPH 32 JIOMOMOTOIO IOJIETHICHOi MOZEi
TpaHchopMepa, a TOTIM 3aCTOCYBaHHA AWHAMIYHOTO MEXaHi3My MOpOTiB, HAIAIITOBAHOTO i/l KOHKPETHHH YKaHpP TEKCTY (HAIPHKIAL,
HOBHMHHI MaTepiajii IpOTH IyOJTiKaIiil y coniabHIX Mepexax). EkcriepuMenTn Ha HabopaxX JaHWX yKpalHCHKOIO MOBOIO CBiUath, IIO
3alIpOIIOHOBAaHMI MeTox OinbIl edeKTHBHO 30aJaHCOBYE TOYHICTh Ta IIBHUAKICTh MOPIBHSHO 3 IOBHICTIO HEHPOHHUM IaiIuIaifHOM.
3amponoHOBaHUH MiAXi/ € HOBATOPCHKUM 3aBISKHU MMOETHAHHIO JOMEHOCTICIM(IUHOT MonepeJHb0i 0OpOOKH Ta MOJETTIEHNX HEHPOHHUX
BOYZIOBYBaHb [UISl BHSIBJICHHS HEUITKUX AyONIKaTiB y TEKCTi, IO TO3BOJISIE JOCATTH MPUOIM3HO HA NECATh-IBAHAAILITE BiICOTKIB BUIIOL
TOYHOCTI BHSIBJICHHSI OPIBHSHO 3 BiZIOMHMH PILIEHHSIMH TPH 30€pe)KeHH] OLIbII IBUAKOTO Yacy oOpoOku, Hixk noBHa Mozaens BERT.
[Nomepenni TecTH B pelakiifHOMY CEpeOBHINI Ta MPH IEPEBIpIi HA IUIATiaT TOKa3aid, IO CHCTeMa OUIbII HaIiifHO imeHTH]iKye
nepe)pa3oBaHuil KOHTEHT HOPIBHSHO 3 YHCTO CTATHCTUYHHMU METOAMH, THM CaMHUM 3HIDKYIOUH HaBaHTA)KEHHS Ha PYy4HY NEPEBIpKY.
3arayiom, riOpuaHUI IU3aiiH TPOMOHYE NPAKTHYHUNA KOMIIPOMIC MK TPOIYKTHUBHICTIO BUSIBJICHHS Ta OOYKMCIIIOBAILHUMHU BUMOTAMH,
10 € 0COOIMBO KOPUCHUM JUIS 3aCTOCYBaHb i3 OOMEXEHHMH pecypcaMy B MOBaX i3 6araToro MOp(oIIori€ro, Takux sIK yKpaiHchbka abo
iHmi cmoB’siHCBKI MoBH. [lomamemmi mocmipkeHHS OyIyTh CHOpsSMOBaHI Ha PO3MIMPEHHS MOP(OJIOTIYHOTO OXOIUICHHS 3 METOIO
TIO/IAJIBIIOTO I BUIIEHHS HA/[IHHOCTI.

KumrouoBi cioBa: ribpumHi MeToan; HediTKi ayOJlikaTH; KOCHHYCHA MOAIOHICTB; TpaHC(hOPMEpHI Mojeli; yKpaiHCBKOMOBHI
TEKCTH; CHCTEMH MOJiepallii KOHTEHTY
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