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For a class of the non-statics abnormal diffusive processes which mathematical models are 

formalized in the form of variation inequalities in private derivatives, the method of 

mathematical modeling based on optimizing procedure is offered. Thus the problem of 

realization of mathematical models of non-statics abnormal diffusive processes is reduced 

to search of a maximum of function of Hamilton defined in space of conditions of studied 

processes. The method of parametrical identification of mathematical models of non-statics 

abnormal diffusive processes in case of an induction problem definition of research is also 

offered. The method is reduced to use of optimizing procedure of a method of a projection 

of a gradient. Possibility of the solution of a problem of parametrical identification, as for 

linear, and nonlinear mathematical models of non-statics abnormal diffusive processes is 

proved. 

Keywords: abnormal diffusive process, mathematical model, variation, variation 

inequality, optimization, principle of a maximum functionality, gradient, parametrical 

identification. 

Introduction 

In a number of important applied tasks technological (or naturally natural) processes are 

characterized by deviations from well-known physical laws. In this regard these processes 

received in special literature the name anomalous  (in particular,  abnormal   diffusive) [1 ― 
4]. First of all, the rheological processes connected with mining can be an example of such 

processes. For the description of abnormal diffusive processes, as the adequate mathematical 

models (MM) it was offered to use the device of variation inequalities in private derivatives      

Д5 ― 8]. 
As it was shown in work [9], in practical appendices it is most convenient to use the 

following formalization of abnormal diffusive processes. 

Let the function ),( zt , defined on a bounded open set   of the space 2,1,  n
n , 

with smooth boundary   and the time interval ),0( kt  for 

),0(),,0(, kkk ttQt   is the solution of the varitional inequality  







  


 v

t
tmK ,)(:    )()(,)( ujvjvtB    )(, 1  Hvvf  , (1) 

)(),0( 0 zz   , (2) 

where the operator  B  specifies a linear transformation )()(:)( 11  HHB   and is 

defined by the bilinear form: 
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f  – the driving function of the process, for which the operation  vf ,  coincides with the 

scalar product in )(2 L , i.e.    


 dvzfvf  ),(,  or    


 dvzfvf  ),(,  

(hereinafter, for simplicity, restrict ourselves to the tasks at the border  );  j  ― convex 

functionals defining the kind of physical process in rheology and which are specified  as 

follows 




 dzj )(),()(  ,    


 dzj )(),()(  . (4) 

In the relation (4) accept that )(  – is a continuous function, ( )  – is continuous 

differentiable or not having the properties of differentiable functions. 

Space of admissible functions ( )  and )(  are defined as )(),( QLQL
   

where it is assumed that )()(),( QL
  , ),0( ktQ   and the spaces   and  are 

Banach with respect to the norm 
)(

),(),(
QL

zz 


 . 

Method of mathematical modelling of abnormal diffusive processes 

The proposed method for solving varitional inequalities of the form (1), (2) is based on 

the proof of the following statements. 

To find the optimal solution ),( zt of the varitional inequality (1), (2) there must exist a 

nonzero continuous function ),( ztp , so that at any time t in the interval Tt 0  (T ― time 

of physical processes) the Hamiltonian function H
~

in the spatial domain   (or on its 

boundary  ) would take the maximum value, where  

   )~()~(~~,~)(
~  vvtBH      pvfvv ~,~~,~~),~,~(   . 

Carry out a preliminary series of reforms to simplify the original formulation of the 

problem. Introduce the notation 

    ),(,  zt     ),(, vvzt   

and 

 


d)()(  ,    


dvv )()( . 

In addition, introduce an additional unknown function  v, , the structure 

corresponding to the functionals )(j , such that 

  Kvvv  0),,(  . 

Taking into account the executed transformations introduce the relations (1), (2) in the form  
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(5) 

)(),0( 0 zz   . (6) 

To solve the problem of finding a state function ),( zt , use an optimization procedure 

of the Pontryagin maximum principle [10], for which choose the following performance 

criterion 

  


ddtvJ

T

0

min 

  

(7) 

The physical meaning of this criterion follows from the next. The trial function ),( ztv  

is some approximation of the unknown function ),( zt , reflecting only the essence of 

physics in the specific process. Therefore, the adequacy of physical processes caused by the 

action of functions ),( ztv  and ),( zt , is provided up to the accuracy within the difference 

between these functions. In this case, the integral difference between the trial ),( ztv and the 

unknown ),( zt functions can be regarded as a quantitative measure or a penalty for the 

deviation of the actual flow of the process from its true value. 

Obtain the necessary optimality conditions of the problems (5) (6), (7). 

According to [6], introduce a new coordinate 




z

v
zt

2
2





. (8) 

Thus, the original problem will be considered in  1n -dimensional space with the equation 

of dynamics 

:~ K   







 )~()~(~~),(~~,

~
)( 



vvtBv
t

tm  

     Kvvfvv  ~~~,~~,~,~  , (9) 

where  ,...,,,~
1 n  ,...,,,~

1 nvvv  with the initial conditions  .)(,0),0(~
0 zz    

Assume that we have found ),( zt . This condition corresponds to the relation 





  JJddtv
T

min

0

2~~min  . 

At )0( Tt    perform a needle-shaped variation with the duration  . As a result 

of the variation performed the value of the functional J  (7) changes  

min

0

~~ˆ JddtvJ
T

  


 . 

Write down the detailed result of the variation 
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   )~()~(~~,~)(~~~  vvtBvv          ,~~~,~~),~,~( tBvfvv  

     
t

f ~,~),~()~( . (10) 

Express v~  through the variation and optimal function of the state 

vv ~~~   . (11) 

Substituting (11) into (9), obtain 

:~ K   





  


 ~~~,
~

)( v
t

tm       )~(~~~~~,~)(  vvtB  

       ~~~,~~,~ vv    Kvvf  ~~~~,  . (12) 

For further transformations use the coordinate-wise analog (12) 

:~ Ki    
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i
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tm 
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)(       )~(~~~~~,~)( iiiiiii vvtB   

      iiiiii vv  ~~~,~~,~    Kvvf iiii  ~~~~,     ni ...,,1,0 . (13) 

      iiiiii vv  ~~~,~~,~    Kvvf iiii  ~~~~,     ni ...,,1,0 . 

Expand (13) in Taylor series and restrict the consideration with the quantities of 1-th order of 

infinitesimally 
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ni ...,,1,0 . (14) 

From (14) it follows that 


t

v
tm i


 ~

)(
    

i

n

i i

iiii v
v

ftB ~
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~,)~(~,~)(

0








,  ni ...,,1,0 . (15) 

Now turn to  Tt  . Define a variation of the functional at Tt   

0ˆ
min  JJJ Tt   or  0  ЃЊTtJ  . 

Introduce the variable ),(~ ztp  so that when Tt   this condition is satisfied 

TtTt pvTJ
  ~,~)(  . (16) 

Coordinate wise analog (16) is as follows: ,~,~)(
TtiiTt pvTJ
    ni ...,,1,0 . 

Since 0)( T , in order to satisfy this relation there should take place: 
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,0),(;1),(0  zTpzTp ji
  where  njni ...,,1;...,,1,0  . 

Thus, if the optimal solution is not found, then 0 J , and for the optimal 

solution 0 J  is valid, since the variation of functional must be zero for the optimal 

solution. 

Associate a variable ),(~ ztp  to the dynamic equation of the process observed through 

trial function ),( ztv . Find a variable ),(~ ztp  which satisfies  

),(~),,(~ ztpztv constzTpzTv
Tt



 ),(~),,(~ . 

Then we have 
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),(~),,(~ ztp
t
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. (17) 

Coordinate wise analog (17) is 
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 ,  ni ...,,1,0 . (18) 

Substitute in (18) the value of the derivative 
t

ztv


 ),(~

 from (15) 
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Change the order of summation in (19) 
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Finally get  
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 ,  ni ...,,1,0 . 

Note that this equation is the dual of (5), and the variable ),(~ ztp  is expressed through 

the function of phase. 

Again turn to the variation of functional (7) at  Tt  : 0),(~),,(~ 
 TtTt ztpztvJ   

Replace the variation v~  with the value of (10), reduce by   and, since   can be 

arbitrary, obtain 

        ~~~~,~ vvtB       



t

pvfvv ~,~~,~~,~,~  

(20) 

     0~,~,)~(~,~)( 
Tt

pftB  . 

From (20) it follows that the second summand in it corresponds to the optimal solution 

of the varitional inequality (5). In the case when the optimal solution ),( zt  is found, 

variation of functional J  will be zero, i.e. 0J . Given this, the first summand in (20), 
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defined by the Hamiltonian function 

   )~()~(~~,~)(
~  vvtBH       pvfvv ~,~~,~~,~,~   , (21) 

should take the maximum value. Thus, the above statement is proven. LОЭ’s sСШа the 

possibility of determining the maximum value of Hamiltonian function. 

Coordinate wise analog (21) is defined by 

   )~()~(~~,~)(
~

iiiii vvtBH        iiiiiii pvfvv ~,~~,~~,~,~  
, 

....,,1,0 ni   
(22) 

To maximize the value of the function  H
~ , ТЭ’s ЧОМОssКrв ЭШ set all the partial derivatives 

of this function to zero by a testing variable ),( ztv , that taking into account (22) gives the 

system of equations 

0

~


iv

H




,  ni ...,,1,0 . (23) 

Coordinate wise analog (22) contains )1( n  of iv  functions, )1( n  of i  functions 

and )1( n  of ip  functions. Since the equations (23) are only )1( n , and the unknown are 

)33( n , then the system (23) cannot be solved. To solve (23) define also the partial 

derivatives 

i

i

p
H ~
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,     ni ...,,1,0 . (24) 
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~

,   ni ...,,1,0 . (25) 

In this case, the solution of (23) can be obtained. 

As a result of the reasoning done, the scheme of the algorithm for solving varitional 

inequality (5) using the maximum principle can be represented as follows: 

1. The dynamic equation (9), subject to the additional coordinate   is written down. 

2. An auxiliary function (Hamilton) H
~

 in accordance with the expression (22) is 

compiled. 

3. A test function  ),( ztv  that delivers maximum H
~

 functions in accordance with 

the expression (23) is determined. For the redefinition of the independent variables   and p 

the system (23) is supplemented with equations (24) and (25).  

4. The unknown variable ),( zt  is determined by the test variable ),( ztv , which 

gives the maximum value of function H
~

. 

Method of parametrical identification of abnormal diffusive processes 

At statement of an inductive task - (1) ― (4), the method focused on numerical machine 

realization can be offered parametrical identification of MM of a look. The essence of a 

method consists in the following. 

It agrees [11], to MM (1) ― (4) (in increments) it is possible to present in a look 
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where  zt,   ― sought function;  ztvv ,  ― trial function; K  ― a lot, of that is 

defined functions  zt,   and  ztvv , ; f  ― exciting function; k  ― number of 

exciting functions;  z - Dirac's function;   mm  and   BB  ― identified parameters. 

As criterion of quality of the solution of a problem of identification we will accept 

functionality of a look 

     BmJ ,      
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j T

j dttFBmzt
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2
,,,  , (28) 

where  Bmzt ,,,   ― exact values sought functions;  tFj

  ― measured values of the sought 

function;  T ― time of measurements. 

Let's show that the accepted criterion of quality will be differentiable in any point of 

spatial area z  (including and its border  ), i.e. an increment (28) equal 

      BmJhBhmJJ
Bm ,,   

represent able in a look 

       


dzhBmJdzhBmJJ
Bm ,,     

22 L

B

L

m
hOhO  , (29) 

where  BmJ ,  ― some function from  2
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Let's write down formally a functionality increment 
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Let's transform this expression to a look (29). For this purpose we will enter into 

consideration of function    Bmztpztp ,,,, **

   as the solution of the following regional task 
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The first integral in the first composed in the right part of equality (30) taking into 

account (26), (27), (31), (32) it will be transformed so 
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Integrating the last expression in spatial area, we will receive the following result 
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Here, and further, designation    determines as the linear (from space), and non-linear 

(from required function) parameter. The second integrals in composed in the right part (30) 

the members of the look   

2L
hO , presented in (29) and written down for spatial problem 

definition define. Let's have in this case:      
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h  determines cooperative value by steps 
m

h  and 
B

h . As a result we will receive that the 

increment of functionality (28) is represented in the form of expression 
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Thus, required representation (29) for functionality (28) is received, and the gradient of 

this functionality looks like 

     BmJ ,     











 





n

i

vpB
m 1

*1
 ,   kttz ,0,  . (33) 

Further, having a gradient (33) and using procedure of a method of a projection of the 

gradient [11], defined by ratios 
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For identified functions  m  and  B  also we will receive final ratios on an offered method 

of parametrical identification 
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where m  and 
B  ― mОЭСШН pКrКmОЭОrs, НОПТЧОН Лв prКМЭТМКl МШЧsТНОrКЭТШЧ, r  ― sЭОp ШП ЭСО 

numerical decision. 

Conclusion 

The conducted numerical researches showed that the offered methods of mathematical 

model operation and parametrical identification of the abnormal diffusion processes, based on 

iterative procedures of optimization possess good convergence (the decision is reached no 

more, than for 8 - 10 iterations) at accuracy of the decision 0.2% are not lower. 
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Ɉɞɟɫɶɤɢɣ ɧɚціɨɧɚɥɶɧɢɣ пɨɥіɬɟɯɧіɱɧɢɣ ɭɧіɜɟɪɫɢɬɟɬ, 
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Ⱦɥɹ ɤɥɚɫɭ ɧɟɫɬɚціɨɧɚɪɧɢɯ ɚɧɨɦɚɥɶɧɢɯ ɞɢɮɭɡіɣɧɢɯ пɪɨцɟɫіɜ, ɦɚɬɟɦɚɬɢɱɧі ɦɨɞɟɥі ɹɤɢɯ 
ɮɨɪɦɚɥіɡɭɸɬɶɫɹ ɭ ɜɢɝɥɹɞі ɜɚɪіɚціɣɧɢɯ ɧɟɪіɜɧɨɫɬɟɣ ɭ ɱɚɫɬɤɨɜɢɯ пɨɯіɞɧɢɯ,, 
ɡɚпɪɨпɨɧɨɜɚɧɨ ɦɟɬɨɞ ɦɚɬɟɦɚɬɢɱɧɨɝɨ ɦɨɞɟɥɸɜɚɧɧɹ, ɡɚɫɧɨɜɚɧɢɣ ɧɚ ɨпɬɢɦіɡɚціɣɧіɣ 
пɪɨцɟɞɭɪі. ɉɪɢ цɶɨɦɭ ɡɚɞɚɱɚ ɪɟɚɥіɡɚціʀ ɦɚɬɟɦɚɬɢɱɧɢɯ ɦɨɞɟɥɟɣ ɧɟɫɬɚціɨɧɚɪɧɢɯ 
ɚɧɨɦɚɥɶɧɢɯ ɞɢɮɭɡіɣɧɢɯ пɪɨцɟɫіɜ ɡɜɨɞɢɬɶɫɹ ɞɨ ɜіɞɲɭɤɚɧɧɹ ɦɚɤɫɢɦɭɦɭ ɮɭɧɤціʀ 
Ƚɚɦіɥɶɬɨɧɚ, ɹɤɭ ɜɢɡɧɚɱɟɧɨ ɭ пɪɨɫɬɨɪі ɫɬɚɧɭ ɞɨɫɥіɞɠɭɜɚɧɢɯ пɪɨцɟɫіɜ. Ɍɚɤɨɠ 
ɡɚпɪɨпɨɧɨɜɚɧɨ ɦɟɬɨɞ пɚɪɚɦɟɬɪɢɱɧɨʀ іɞɟɧɬɢɮіɤɚціʀ ɦɚɬɟɦɚɬɢɱɧɢɯ ɦɨɞɟɥɟɣ 
ɧɟɫɬɚціɨɧɚɪɧɢɯ ɚɧɨɦɚɥɶɧɢɯ ɞɢɮɭɡіɣɧɢɯ пɪɨцɟɫіɜ ɧɚ ɜɢпɚɞɨɤ іɧɞɭɤціɣɧɨʀ пɨɫɬɚɧɨɜɤɢ 
ɡɚɞɚɱі ɞɨɫɥіɞɠɟɧɧɹ. Ɇɟɬɨɞ ɡɜɨɞɢɬɶɫɹ ɞɨ ɡɚɫɬɨɫɭɜɚɧɧɹ ɨпɬɢɦіɡɚціɣɧɨʀ пɪɨцɟɞɭɪɢ 
ɦɟɬɨɞɭ пɪɨɟɤціʀ ɝɪɚɞієɧɬɚ. Ɉɛґɪɭɧɬɨɜɚɧɨ ɦɨɠɥɢɜіɫɬɶ ɪɨɡɜ’ɹɡɚɧɧɹ ɡɚɞɚɱі 
іɞɟɧɬɢɮіɤɚціʀ, ɹɤ ɞɥɹ ɥіɧіɣɧɢɯ, ɬɚɤ і ɞɥɹ ɧɟɥіɧіɣɧɢɯ ɦɚɬɟɦɚɬɢɱɧɢɯ ɦɨɞɟɥɟɣ 
ɧɟɫɬɚціɨɧɚɪɧɢɯ ɚɧɨɦɚɥɶɧɢɯ ɞɢɮɭɡіɣɧɢɯ пɪɨцɟɫіɜ. 
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Ⱦɥɹ ɤɥɚɫɫɚ ɧɟɫɬɚцɢɨɧɚɪɧɵɯ ɚɧɨɦɚɥɶɧɵɯ ɞɢɮɮɭɡɢɨɧɧɵɯ пɪɨцɟɫɫɨɜ, ɦɚɬɟɦɚɬɢɱɟɫɤɢɟ 
ɦɨɞɟɥɢ ɤɨɬɨɪɵɯ ɮɨɪɦɚɥɢɡɭɸɬɫɹ ɜ ɜɢɞɟ ɜɚɪɢɚцɢɨɧɧɵɯ ɧɟɪɚɜɟɧɫɬɜ ɜ ɱɚɫɬɧɵɯ 
пɪɨɢɡɜɨɞɧɵɯ, пɪɟɞɥɨɠɟɧ ɦɟɬɨɞ ɦɚɬɟɦɚɬɢɱɟɫɤɨɝɨ ɦɨɞɟɥɢɪɨɜɚɧɢɹ, ɨɫɧɨɜɚɧɧɵɣ ɧɚ 
ɨпɬɢɦɢɡɚцɢɨɧɧɨɣ пɪɨцɟɞɭɪɟ. ɉɪɢ ɷɬɨɦ ɡɚɞɚɱɚ ɪɟɚɥɢɡɚцɢɢ ɦɚɬɟɦɚɬɢɱɟɫɤɢɯ ɦɨɞɟɥɟɣ 
ɧɟɫɬɚцɢɨɧɚɪɧɵɯ ɚɧɨɦɚɥɶɧɵɯ ɞɢɮɮɭɡɢɨɧɧɵɯ пɪɨцɟɫɫɨɜ ɫɜɨɞɢɬɫɹ ɤ ɨɬɵɫɤɚɧɢɸ 
ɦɚɤɫɢɦɭɦɚ ɮɭɧɤцɢɢ Ƚɚɦɢɥɶɬɨɧɚ, ɨпɪɟɞɟɥɟɧɧɨɣ ɜ пɪɨɫɬɪɚɧɫɬɜɟ ɫɨɫɬɨɹɧɢɣ 
ɢɫɫɥɟɞɭɟɦɵɯ пɪɨцɟɫɫɨɜ. Ɍɚɤɠɟ пɪɟɞɥɨɠɟɧ ɦɟɬɨɞ пɚɪɚɦɟɬɪɢɱɟɫɤɨɣ ɢɞɟɧɬɢɮɢɤɚцɢɢ 
ɦɚɬɟɦɚɬɢɱɟɫɤɢɯ ɦɨɞɟɥɟɣ ɧɟɫɬɚцɢɨɧɚɪɧɵɯ ɚɧɨɦɚɥɶɧɵɯ ɞɢɮɮɭɡɢɨɧɧɵɯ пɪɨцɟɫɫɨɜ ɜ 
ɫɥɭɱɚɟ ɢɧɞɭɤцɢɨɧɧɨɣ пɨɫɬɚɧɨɜɤɢ ɡɚɞɚɱɢ ɢɫɫɥɟɞɨɜɚɧɢɹ. Ɇɟɬɨɞ ɫɜɨɞɢɬɫɹ ɤ 
ɢɫпɨɥɶɡɨɜɚɧɢɸ ɨпɬɢɦɢɡɚцɢɨɧɧɨɣ пɪɨцɟɞɭɪɵ ɦɟɬɨɞɚ пɪɨɟɤцɢɢ ɝɪɚɞɢɟɧɬɚ. 
Ɉɛɨɫɧɨɜɚɧɚ ɜɨɡɦɨɠɧɨɫɬɶ ɪɟɲɟɧɢɹ ɡɚɞɚɱɢ пɚɪɚɦɟɬɪɢɱɟɫɤɨɣ ɢɞɟɧɬɢɮɢɤɚцɢɢ, ɤɚɤ ɞɥɹ 
ɥɢɧɟɣɧɵɯ, ɬɚɤ ɢ ɧɟɥɢɧɟɣɧɵɯ ɦɚɬɟɦɚɬɢɱɟɫɤɢɯ ɦɨɞɟɥɟɣ ɧɟɫɬɚцɢɨɧɚɪɧɵɯ ɚɧɨɦɚɥɶɧɵɯ 
ɞɢɮɮɭɡɢɨɧɧɵɯ пɪɨцɟɫɫɨɜ. 
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