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Introduction. There exist various methods and systems of testing databases (DB) used in infor-
mation systems (IS) [1...4]. They allow to simulate certain situations by changing the number of rec-
ords in the table, increasing users’ number, a certain type querying intensity changes, etc. [5]. Howev-
er, in most cases, the testing plan is based onto experience and intuition of the engineer/user conduct-
ing the test series and the entire database represents such test object.

Analysis of recent research and publications. Most aspects of DB operation and its tables’ con-
tent are determined by the sequence of requests arriving to the input [5...7]. The essence of predicting
the IS behavior consists in extrapolating trends of some system’s characteristics [8]. At this research
the trend will be determined by approximating the time series’ actual values at querying the database.
Further, it makes sense to limit such analysis with univariate forecasting functions where the argument
factor is the time, considered as integral index of all factorial traits’ combined effect.

In practice the most often used are about 15 univariate forecasting functions. In the case under
consideration, only functions describing some IS characteristics’ increase or decrease that affect the
systems ‘performance represent the interest subject. So further reasonable is to limit with two forecast-
ing functions (regression functions):

— linear

vli=a+bxt, (D

— parabolic

y2=a0+alxt+a2xt?, 2)

where y1, y2 — some of system’s characteristics, e.g., average delay of queries execution across 24
hours period;

t — time unit (e.g., 24-hours period);

a, a0, al, a2, b — coefficients subject to determining.

The Aim of Research. To enable the purposed application of software targeting the IS improved op-
eration, this research aim is assigned as developing a method for predicting the system behavior with iden-
tification of database components critical in terms of their impact on the whole IS performance.

Main Body. Let we consider a time series of requests received by the IS during observed time
delay 7 from the start #, to the end ¢, of the observation cycle. Each query ¢ can be written as

qi =< txratsatf >9 (3)
where txt — query text;
t,, t;, — query execution start and end time, respectively.
Use of the #,and 7, at (3) allows the assumption of every query’s unique character and consecu-

tively makes possible to represent the queries’ time-sequence as a set

O=1q;},j=Ln, (4)
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where n — number of queries arrived to IS during 7 delay.

To determine the queries’ temporal characteristics the notion of requests’ intensity distribution is
used [9, 10]. For this the A, =¢, —¢,_, time interval is defined as a constant for the entire period. The
value A, can be set on the basis of the following considerations. The vast majority of observed IS
functions have periodic character. Often the very short duration period is equal to the length of one
working day. Selecting the A, value below the recommended one, we can obtain significant growth in

requests distribution intensity dispersion.
The current intensity value

M
d, = | Mq | ,
[i_ti—l

where #,_, and ¢, — two sequential time instances within time delay [¢,,z,];
Mg — subset of the Q set:

qu{qj |q/' EQ/\tsy' 2t Ny <t}
where t; — start point of j-query execution;
t; — end point of j-query execution.
We do introduce the concept of requests intensity distribution function fd(#) which at fixed time
instances ¢, takes valuesd,. For fd correct representation it makes sense to adjust the requests time se-

ries by deleting the IS downtime and maintenance works time from the observation period i.e. exclud-
ing time when the system does not perform its basic functions.

The linear approximation of intensity function fd. To find the coefficients a and b at (1) we shall
use the principle of least squares, which determine the extent of two functions values dispersion S .

S =2 LA() - V)P,

T
where m=—.
t

Then, according to [11]
mztifd(ti)_ztiZfd(ti)
_ i=1

i=1 i=1

> d(t)-bd 1,
a= i=1 i=1 .

m
The intensity function fd parabolic approximation. According to the principle of least squares, for
the forecasting function (2) [11]

b

m

D fd)
a0==-——
m

S ()R (1)

i=1

YR

al =

b
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D fd@)Py(t)
2=t
D P)
i=1
where P;, P, — Chebyshev’s polynomials:

m+1

R()=t 5

(m+1)(m+2)

P@)=t>—(m+1t+

Selecting the approximation function. To choose one of the prognostic functions the criterion can
be based on a comparison of average prediction errors calculated for each of the two (linear and para-
bolic) functions:

i(fd(t;)—y[)z

m

ep=

Preferred shall be the function, whose prediction error value is the least.
If y = fdr(t) — the found regression functions, then the extrapolation operation shall be

y=fdr(t+1), )

where L — prediction period.

System loading trend evaluating. Here the system loading to be meant as the ratio of an observation
period length to the total execution time of queries arrived during that period. Preparing data to regression
function evaluation represents the calculation the each query interval’s A, execution time. Here we intro-

duce the concept of system loading function fI(¢) taking for fixed time moments ¢, values /; .

L= (t;~1,), (6)

where k, — number of queries arrived to IS during the interval A,

t, — start point of j-query execution;

t; — end point of j-query execution;

After performing the above operations, we obtain a regression function y = fIr(¢) according to (5)
allowing to predict the system loads.

Evaluating the queries’ average execution time trend. This characteristic allows estimating the
system load degree influence onto queries execution time. The speed of query processing depends on
several factors caused by database condition, e.g., the number of data contained at DB tables. In addi-
tion, the LAN can be loaded with other tasks execution: sending electronic documents, requesting to
Internet resources, email, etc.

Preparing data for regression function estimation refers to calculating the average time for each
query interval A, . Entering a function of average query execution time ffa(¢) taking a valueTq, for

fixed time ¢, moments, on its basis we can obtain a respective regression function y = ffar(¢) that,
according to (5) can predict the average execution time.

& (t _ts)
Ta,« :Z%, (7)
A

=
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where #; — start point of j-query execution;
t; — end point of j-query execution.

Analysis and prediction of peak loads. We assume the load for some time, to be peak one if its
value is Kp times greater than the average value for the period of observation.

Average IS load during the time of observation t
1 n
S==>(t;-1,),
T Jj=1

where n — total queries number.
At the earlier stage of determining the queries’ intensity we assigned an averaging time interval

A, equal to one day. To search for peak loads we must significantly reduce this interval duration, for
example, up to A,=0,3 h. Otherwise the averaging can “hide” the surging load. Further A, reduction
is not convenient because a transient increase in load is undetectable for IS user.

Average IS load for some interval of A,
S . Er (t;, —t,)
’ Ap; i3 ne

where r — number of queries arrived to IS during Ap; period.

S.
At ?’ > Kp , we shall conclude of having observed a peak load occurred during Ap; period.

Let we enter the peak load changes function depending on time fp(¢) , which value for every Ap; is:

S

0, if L<Kp,

Jo(Ap;) = <
S, if —L>Kp.
J S p

Identification of the most frequently used tables and fields. When DB testing we must identify ta-

bles that are used more frequently while requests’ processing. If the queries execution time is critical,

we can use special tools to improve the IS performance, allowing to eliminate “bottlenecks” (replica-

tion, restructuring, indexing, etc.). We did specify the query model [9] including of information on
used tables and query type

q:<tXt5tsat/'aTq’T;f>’ (8)

where T, ={T}},i= E — set of tables used at query ¢ ;

T, — query type.

Every table represents a tuple

T, =<NT,,F, >,

where NT, — table name;

F,={f;},]=1,ng; — set of table fields addressed at g query.

The query type 7, is an element of the set

T, e {td ti,tu,1s,1t}

where td — query type DELETE;
ti — query type INSERT,
tu — query type UPDATE,
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ts — query type SELECT,
tt — query type change of DB structure.
Proposed is to introduce the concept of MT , DB tables set, composed of elements

< NT,nt,,FP* >,
where NT,— i" table;
nt, — number of queries to N7, table at all requests during the observed time 7 ;

FP5 — number of NT; table fields.
Every field is represented as:

S =<Nf;.nf; >,
where Nf; — field name;
nf; — number of queries to the Nf; field at all requests during the observed time T .
At the experimental series beginning all values of n#; and nf;; are equal to zero.

We introduce the operation of attributing some table NT; to the request ¢
NT €, q,

the operation result is “true” value, if table N7, is used at the request ¢, and “false” value if otherwise.

Now we introduce an operation of some field f attribution to N7, table

f;’jefNTz"’

the operation result is “true” value, if the field f; belongs to table N7, and “false” value if otherwise.

Especially for queries updating the data INSERT, UPDATE, DELETE), we introduce the opera-
tion of identification of table containing the updated data

NT: €Smod 4 -

On the MT basis we can form a list Lm¢, arranging the elements by the degree of decrease in pa-
rameter nt;

MT = Lmt. )

sort

Identifying the tables and fields most frequently used at particular type queries. The proposed
method of creating a list of most frequently used tables is easy for applying to a certain type of que-
ries. For example, to find the most frequently used table type in queries SELECT, we must create a
subsetbased on the queries set O (4)

Osel ={q;|q, € O ATy, =ts} .
For queries g € Osel we can establish both the tables set MTsel and hierarchically arranged list

MTsel =, Lmt,, .

For information about tables, whose entries amount grows the faster, we can analyze the requests
type INSERT and DELETE, getting a set of numbers that define entries adding (removing) during the
period of observation for each database table and the correspondingly ordered list.
MTmod =, Lmt,,,

Structure of considered and other lists may serve as a starting point for predicting changes in IS
“local” performances.

Results. Presented are the results of the proposed method of information system “Accounting at
medical institutions™ analysis.

The system uses a relational database consisting of 98 tables.

The study covered three months of the system operation.

Fig. 1 shows a diagram of average execution time for queries of SELECT type

sort

sort
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Calculations according to (7) show that during next 6 months the average execution time may in-

crease by 3,4 times.

Recommended is to improve the IS performance using software tools. For that, the (8) and (9)
were used to obtain lists of most frequently required tables and their fields (Tables 1 and 2).

Table 1
Number of requests to DB tables
Table name Data description Queries number

planersearchkind Registering for examination 3241
planersearchkindmore Medical examinations completed 3088

factservice Examination result 2902

Planer Registering for consultation 1956

Table 2
Number of requests to DB tables’ fields
Field name Data description | queries number
Table planersearchkind
dateplanersearchkind Date of examination 3241
Idperson Client’s identificator 2015
prescription Person authorised to make prescription 581
numberplaner Number of registry for scheduled examination 308
Iscito Urgent examination 124
Table planersearchkindmore
idplanersearchkindmore | Identificator of registry for scheduled examination 3088
idparameter Identificator of parameter 3088
idsearchkind Identificator of examination 1537
idlaboratory Identificator of laboratory 1100
Table factservice

Idperson Identificator of client 2902
datefactservicein Date of biotissues sampling 2902
datefactserviceresult Date of result getting 2902
idemployeeresult Identificator of laboratory assistant having analyzed the sample 1044
idemployeein Identificator of laboratory assistant having taken the sample 637
nsearchkind Number of analytical examination 611

Proposed is to introduce the indexation for: field idperson at table planersearchkind, field
idlaboratory at table planersearchkindmore, fields datefactservicein, datesend at table factservice, and
to revise the structure of tables planersearchkindmore and factservice, expanding them with such fields
as: pllaboratory, plisown, plcode, duplicating the data of laboratory name, its institutional affiliation
and laboratory analysis code respectively.

Performed is a study of IS peak loads (6) for Kp=1,5 value. The respective diagram (without by-
working-hours details) is shown at Fig. 2.

Identified are the queries, creating increased system load during of peak load periods (Monday,
end of the month). Recommended is to verify the possible use of materialized representations for these

queries [9].
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Fig. 1.
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Conclusions. The proposed forecasting method, based on the IS DB requests time series’ analy-
sis, allows to predict whole system behavior, identifying its elements which may affect its perfor-
mance in the future and at peak loads, also allowing to determine approximate term of necessary mod-
ernization, with specific-purpose tests performing and simulation of system behavior.
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AHOTAIISA / AHHOTALIUSL / ABSTRACT

O.b. Kyneypyes, C.JI. 3inosamna, Mynzep Ano A60o. Ilporno3yBannsi po6otu pensiniiiHoi 6a3u nanux B iHdopma-
niiiHii cucremi. HeobxigHoro ymMoBor0 podotu Oyap-sKoi iH(pOpManiiiHOT CHCTEMH € BiINOBIIHICTh Yacy BiATYKY Ha 3allUTH
KOpHCTyBaya BUMOTaM IpeMeTHOT 00J1acTi. AKTyalbHUM 3aBJIAHHSAM € aBTOMATH3aLlisi METOMIB JUIsl BUOOpPY 3aCO0IB 3HIDKEHHS
Yyacy BUKOHAHHS 3aIMTIB 10 6a3u naHnx. GopMaibHe ONMUCAHHS CTAaHy i PO3BHTKY CHCTEMH Ja€ MOXKIIMBICTH 3aCTOCYBATH Haii-
OLTBII eEeKTUBHI CIIOCOOW MPHUCKOPEHHS 3alUTiB Y MOMEHT Yacy, KOJM BUHUKA€ HEOOXIMHICTh MiABUIICHHS MPOIYKTHBHOCTI
cuctemu. B pob6oTi oTprMaHO 3a1€XKHOCTI, SIKi JT03BOJISIIOTE BUKOHYBATH ITPOrHO3YBaHHS IHTEHCUBHOCTI 3aIHTIB, 110 HAJXOIITh
Jo indopManiifHol cHcTeMH, BU3HAYaTH TPCHA 3aBAaHTAXKEHHS CHCTEMH, BHUSBILITH IEPIOAN IMIKOBUX HABAHTAXKECHb I MHOXHHY
HaOIBII 9aCTO BUKOPUCTOBYBAHHUX TAOJHLb 1 MOMIB. Pe3ynpraTu nOCTiKEeHHS pOOOTH CHCTEMHU AAl0Th MOYKIIUBICTH MPOTHO-
3yBaTH MOBOJDKEHHS CHCTEMH 1 BYaCHO BXKMBATH 3aXO/IM JUISI i ATPUMKH HEOOXiTHOTO PiBHS if POXYKTHBHOCTI.

Kniouosi crnosa: indopmaniiina cucrema, pensiiiiHa 6a3a TaHUX, 3aIIUT, TECTYBAHHS, MOJICIIOBAHHS, IPOTHO3YBAaHHS.

A.B. Kyneypyes, C.JI. 3unoeamnas, Mymnsep Ano A60o. IIporno3upoBanue padoTsl peIsiIMOHHON 0a3bl JaHHBIX B
nHpopMannoHHoi cucteMe. HeoOXoIMMBIM yciioBHEM paboThI 1000 HH(POPMALMOHHOW CHCTEMBI SIBIISICTCSI COOTBETCTBHE
BPEMEHH OTKJIMKA HA 3aIPOCHI TI0JIL30BaTeIIsl TPeOOBAHMSAM IIPEAMETHOI 061acTH. AKTyanbHOH 3aiadeil sSBIsIeTCs] aBTOMATH-
3allisi METOZOB IJI BHIOOpA CPECTB CHIDKEHUS BPEMEHM BBINOJHEHHS 3ampocoB K 6aze maHHbIX. DopMaibHOE ONMHMCaHHe
COCTOSIHHSL M Pa3BUTHSI CUCTEMBI JaeT BO3MOXKHOCTH NPUMEHUTH Hanbosee 3G QeKkTHBHBIE CIIOCOOB YCKOPEHHUS 3alpOCOB B
MOMEHT BPEMEHH, KOT'/la BO3HUKAeT HEOOXOANMOCTH MOBBIIICHHS IIPOM3BOIUTEIILHOCTH CHCTEMBI. B paboTe moyueHs! 3aBH-
CHMOCTH, KOTOpbIC MO3BOJISIIOT BBINOJNHATH MPOrHO3HPOBAHWE MHTCHCHBHOCTH 3allPOCOB, MOCTYMAIOMNX B MH()OPMALUOH-
HYIO CHCTEMY, OIPEIENIATh TPEH]| 3arpy3KH CHCTEMBI, BBISIBIIATH IEPHO/IBI MUKOBBIX HarPy30K U MHOXECTBO HanOoJiee 4acTo
HCTIONB3YEeMBIX TaOJINI U rojeil. Pe3ynbraTsl McciienoBaHus paboThl CHCTEMBI Jal0T BO3MOXKHOCTB ITPOTHO3HPOBATH ITOBEE-
HHE CHCTEMbI H CBOCBPEMEHHO IPUHUMATh MEPBI IJIs TTOJIEPHKAHNS HEOOXOIMMOr0 YPOBHS €€ MPOAYKTHBHOCTH.

Kniouegvie cnosa: nHGOpMaLMOHHAs CUCTEMA, PEJIILIMOHHAs 0a3a NaHHBIX, 3alpOC, TECTUPOBAaHUE, MOJCIUPOBAHHE,
IIPOTHO3UPOBAHHE.

A.B. Kungurtsev, S.L. Zinovatnaya, Munzer Al Abdo. Prediction of a relational database’s operation in the infor-
mation system. A necessary condition of any information system’s efficient operation is to ensure that response time to user
requests satisfies the subject area requirements. Actual is the problem of automated methods for choosing the tools reducing
the execution time of queries to the database. Formal description of the system’s state and development gives the possibility
to apply the most effective ways of speeding up queries in time when there is a need to improve system performance. While
researching some dependences are obtained, allowing to predict the intensity of requests entering the information system, to
determine the trend of system’s loading, to identify peak periods and set of the most commonly used tables and fields. The
results on system operative features researching provide the possibility to predict system’s behavior and to take timely
measures to maintain the required level of performance.

Keywords: information system, relational database, query, test, modeling, prediction.
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