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1. Introduction

A market is a social phenomenon. The availability of 
valuable marketing information reduces uncertainty, en-
sures promptness of managerial decision-making, makes it 
possible to avoid threats and creates a basis for an increase 
in the efficiency of production process and competitiveness. 
Therefore, control over changes in the marketing environ-
ment requires creation of a marketing information man-
agement system based on effective methods of collection 
and analysis. Markets of industrial enterprises provide a 
possibility to form and test progressive marketing mech-
anisms of adaptation to the dynamics of the marketing 
environment.

Marketing is an integral part of the system of manage-
ment of an industrial enterprise with strategic and opera-
tional directivity. In the first case, it provides determining 
market objectives of an enterprise and the choice of ways to 
achieve them. In the second case – it forms a mechanism of 
management activity. Therefore, the market position of an 

enterprise directly depends on the effectiveness of marketing 
activities, which is very risky.

The following trends in the development of industrial 
markets increase business risks:

– a life cycle of goods is reduced;
– a need appears to take into account consequences of 

internationalization of markets;
– effectiveness of advertising campaigns decreases;
– importance of traditional media diminishes;
– a role of a complex of Internet communications, social 

networks, blogs, forums is growing;
– a number of producers decreases;
– a number of marketing intermediaries decreases, inter-

mediaries dictate terms of cooperation to a manufacturer;
– a process of interaction with consumers is accelerated.
The effectiveness of information provision of marketing 

solutions is of particular importance under conditions of ad-
verse business climate. Forecasting is a source of necessary 
and reliable information for making managerial decisions. 
The relevance is explained by the need to overcome a high 
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degree of uncertainty in the management of an enterprise 
on a basis of evaluation of probability to achieve a planned 
result. The development of a subsystem of forecasting of the 
marketing information management system at the industrial 
enterprise can reduce a level of uncertainty and assist to 
achieve competitive advantages.

2. Literature review and problem statement

The state of scientific thought regarding the definition of 
“marketing information management system” indicates the 
absence of discussions on this subject (Table 1).

Table 1

The state of scientific thought regarding the definition of 
“marketing information management system”  

(marketing information system)

Source Definition

Malhotra N. K., 
Birks D. F. [1]

Marketing Information System is a formalized 
procedure of actions of obtaining, analyzing, 
storing, dissemination of necessary information 
for those who is responsible for marketing deci-
sions on a regular basis

Churchill, G. A., 
Iacobucci D. [2]

Marketing Information System (MIS) is a set of 
procedures and methods for regular, systematic 
collection, analysis and distribution of informa-
tion for a preparation and adoption of marketing 
decisions

Evans J. R., 
Berman B. [3]

Marketing Information System (MIS) is a set 
of procedures and methods developed for cre-
ation, analysis and distribution of information 
for proactive marketing decisions on a regular 
constant basis

Thus, a system of marketing information management 
is a human-machine system, a hardware-software complex. 
Functions include search, receiving, collection, accumu-
lation, processing, analysis, storage, issue, distribution of 
marketing information. The marketing information manage-
ment system is a part of the enterprise information system. 
It combines manufacturing resources with information ma-
nipulation technologies.

A modern information system of an enterprise is called 
“electronic nervous system”. It performs two main functions 
in the formation of corporate intelligence [4]:

1) it extends analytical abilities of people; similarly, me-
chanical devices expand their physical abilities;

2) it combines abilities of many individuals and forms an 
aggregate intelligence of a whole organization and collective 
readiness for action.

The “electronic nervous system” should combine efforts 
of individuals and form corporate actions in interests of cli-
ents. The “electronic nervous system” can also be considered 
at the following aspect: it provides employees information, 
which is usually prepared for external consultants within 
special projects, for everyday business use “[4].

The professional community considers the following 
concept of a marketing information management system as 
classic (Fig. 1).

A classical marketing information management system of 
an enterprise consists of four subsystems:

1) internal reporting;
2) collection of external marketing information;

3) marketing research;
4) analysis of marketing information.

Fig. 1. Structure of classic marketing information 
management system of an enterprise [5]

A need to restructure the classical marketing informa-
tion management system is conditioned by the following:

– division of sub-systems of marketing information col-
lection into internal and external is not substantiated;

– separation of the subsystem of marketing information 
analysis is inappropriate as analysis is an integral part of 
other subsystems;

– there are no subsystem of risk assessment and subsys-
tem of forecasting.

A modern forecasting toolset contains a large number of 
methods, techniques and tools. Advantages and disadvan-
tages of a use of different levels of time aggregation of data, 
their combinations, and a use of a time hierarchy for fore-
casting have been analyzed in modern studies. It has been 
proven in paper [6] that an application of one optimal level 
of time aggregation leads to a decrease in the accuracy of the 
obtained model, and an application of several levels of time 
aggregation is reliable for modeling of uncertainty, but is not 
optimal by parameters. Study [7] suggests a use of a time hi-
erarchy to obtain forecasts of time series. Authors propose to 
combine forecasts obtained at different levels of a time hier-
archy to get more accurate, reliable and adequate models. A 
combination of individual forecasts is essential for obtaining 
of an accurate aggregated forecast according to [8].

Traditional statistical models remain relevant to the 
research and forecasting of economic indicators. Questions 
about a number of model parameters, due to which it is pos-
sible to achieve the highest accuracy of forecasts is debat-
able [9]. It is proved [10] that the use of econometric models 
with a large number of variables is effective for obtaining 
complex forecasts, for example, a forecast of inflation. The 
Bayesian approach is also relevant for forecast of demand. 
Authors of paper [11] prove that it has an advantage over 
traditional approaches to forecasting for obtaining a partial 
forecast.

Genetic methods and methods of neural networks are 
widespread in addition to traditional statistical and Bayes-
ian approaches. Thus, a two-stage method of classification 
based on a genetic method is proposed to be used to predict 
bankruptcy [12], and in combination with neural networks, 
it is used to forecast demand in the services sector [13]. 
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A combination of neural networks and ridge regression is 
effective for short-term forecasts of price changes [14]. A 
multi-purpose approach with a use of different forecasting 
methods is effective for obtaining forecasting of exchange 
rates [15]. A research [16] develops a genetic algorithm based 
on a fuzzy neural network (GFNN), which makes it possible 
to formulate a knowledge base of fuzzy rules of output that 
can measure a qualitative effect on a stock market.

Of special importance are the studies that highlight 
problems of forecasting under conditions of uncertainty. 
Thus, approaches to obtain a fuzzy regression model for 
evaluation of functional relationships between depen-
dent and independent variables in a fuzzy environment 
are used [17]. An industrial environment, as an object of 
the research, relates to such environment, it requires the 
development of an effective marketing information man-
agement system. In paper [18], a technology of artificial 
orthogonalization of results of a passive experiment is 
proposed based on a complex use of fuzzy clustering and a 
technology of solution of fuzzy systems of linear algebraic 
equations. Solutions obtained are usually used in decision 
support systems for management systems that exist at 
enterprises. For example, study [19] describes an approach 
used to select an appropriate decision support system 
(ERP) for the textile industry. Authors of this work 
identified the following factors that create uncertainty: 
width of product structure, product diversity, unskilled 
human resources. A fuzzy method of hierarchy analysis 
and a multicriteria approach for fuzzy decision-making 
expansion are used to analyze such a system. The use of 
methods of fuzzy logic and fuzzy set theory in the system 
of decision making support for the implementation of fore-
casting estimates of production processes can be found in 
[20]. Attention should also be paid to the coverage of rel-
evant issues related to multicriteria decision making with 
the use of fuzzy sets in decision making support systems 
in industrial production [21].

It is impossible not to ascertain the following conclusion 
taking into account described state of the problematic. De-
spite the existence of a wide range of forecasting methods, 
problems of their specific application dependent on the 
nature of data, the type of information, and sources of ob-
taining are debatable.

3. The aim and objectives of the study

The aim of present study is to systematize classes of 
forecasting methods for obtaining forecasts in a management 
system of marketing information of an industrial enterprise 
and to provide recommendations for their application de-
pending on the characteristics of information.

To achieve the study objective, the following tasks have 
been solved:

– improvement of the classical management system of 
marketing information of an enterprise through develop-
ment of methodical principles of a forecasting subsystem;

– development of a classification of information which 
comes into a forecasting subsystem of a management system 
of marketing information of an industrial enterprise;

– development of a classification of forecasts types which 
can be obtained in a forecasting subsystem of a management 
system of marketing information of an industrial enterprise.

4. Methodology of marketing information  
management system

The methodological toolset includes a theory of sys-
tems, a theory of marketing information, a theory of mak-
ing managerial decisions. Methods and models of these 
theories are used to form a marketing information system 
of industrial enterprises under conditions of an increase 
of risks of entrepreneurial activity of the information 
economy. Growth of these risks is facilitated by trends 
of globalization, informatization and social changes. In 
addition, external factors – fiscal, banking, foreign trade 
policy do not contribute to positive forecasts related to 
the improvement of macroeconomic indicators. There is 
a threat of demand falling due to political uncertainty, 
negative expectations of the development of financial and 
economic situation, high volatility of the national currency 
rate. Risks of entrepreneurial activity increase. Risks of 
target audiences become determinant. Therefore, it is not 
enough for marketing information systems to be defined as 
mechanisms of collection, analysis, processing and storage 
of information now, under conditions of free movement of 
finances, goods, personnel and information.

Necessity of the development of a theoretical foundation 
of a new configuration of a management information system 
of an industrial enterprise determined the choice of theme, 
purpose, task, logic and directions of the study.

5. Subsystem of forecasting of a modernized marketing 
information management system

A structure of the modernized marketing information 
management system of an enterprise is proposed (Fig. 2).

Fig. 2. Structure of a modernized marketing information 
management system of an enterprise 

In contrast to the structure of classical system, it consists 
of four following subsystems:

1) a subsystem of monitoring;
2) a subsystem of marketing researches;
3) a subsystem of risk assessment;
4) a forecasting subsystem.
The subsystem of forecasting of a modernized marketing 

information management system receives data from subsys-
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tems of monitoring and marketing research. Data that arrive 
in the subsystem of forecasting can be categorized as follows:

1) data received from the monitoring subsystem or data 
received from the subsystem of marketing research;

2) dynamic or static arrays of information;
3) dynamic data, changes of which have a trend in time 

or dynamic data, changes of which are similar to stationary 
processes;

4) data which are hypothetically related to each other or 
data which is not characterized by bonds;

5) expert assessments or factual data;
6) retrospective data or forecasts of industry-relevant 

indicators.
When data come from the monitoring subsystem to 

the forecasting subsystem, they are not systematized, an-
alyzed or processed by software products. These data are 
“raw”, they are collected and recorded in the monitoring 
system only. That is, they need further systematization, 
classification, analysis and interpretation of certain pro-
cedures, methods and techniques. If data come from the 
subsystem of marketing research, then they already have 
a certain interpretation, they have been a subject to qual-
itative or quantitative analysis procedures and patterns 
revealed in them have verbal, graphical, analytical inter-
pretation. Such data are considered as ready for further 
deeper analysis.

Data from subsystems of monitoring and marketing re-
search, which were collected or investigated for some time, 
are dynamic – these are time series. Data collected to solve 
a particular management problem and not characterized 
by time changes are static. Different procedures, methods, 
and analytical techniques are commonly used for dynamic 
and static data. This is explained by different objectives: 
dynamic data is analyzed in order to identify patterns of 
changes in time; static data is analyzed in order to identify 
links between them.

Dynamic data, in turn, can show a clear tendency for 
growth or decline in time (trend) or characterized by fluc-
tuations that can not be explained by analytical models. In 
the case of dynamic data fluctuations around a certain level, 
such processes are stationary. In the case of growth or de-
cline of dynamic indicators that are far from a certain level, 
such processes are non-stationary.

An important task is to establish bonds between dynam-
ic or static data sets in the forecasting system. An establish-
ment of bonds between these mathematical and statistical 
methods must be preceded by a complex economic analysis 
of the hypothetical bond of the studied features. It is pos-
sible to move on to obtaining of models of these bonds and 
forecasts for them only in the case of proving of the existence 
of economic bonds or the validity of the hypothesis of their 
existence.

Researchers seek for assistance of experts in the case 
of a deficit of factual data or the impossibility of obtaining 
them. Expert evaluations are a category of data that is 
analyzed by special methods and techniques. These ap-
proaches are usually different from the analysis of factual 
data, as expert surveys are important to evaluate a degree 
of consensus of expert opinions, a level of reliability of in-
formation they receive, a probability of forecasts by their 
estimates.

Retrospective data from monitoring subsystems and 
marketing studies, as well as forecasts, may be received in 
the subsystem of forecasting. Forecasts usually come from 

the subsystem of marketing research as a result of system-
atization, classification and data analysis. Forecasts that 
arrived at the forecasting subsystem, and were received to 
solve managerial problems, can be used to explain other pat-
terns and to solve other problems.

Classification of information coming into the subsystem 
of forecasting of a modernized marketing information man-
agement system of industrial enterprises can be presented in 
the following form (Fig. 3).

Fig. 3. Classification of information entering the subsystem 
of forecasting of a marketing information management 

system of an industrial enterprise

A choice of forecasting method depends not only on the 
type of information that comes to the subsystem, but also 
on the needs for forecasts. They can be divided into three 
groups by the demand of administrative structures of indus-
trial enterprises in forecasts (Fig. 4).

Fig. 4. Classification of types of forecasts that can be 
obtained in the subsystem of forecasting of  

a marketing information management system of an industrial 
enterprise

Top-level managers of an enterprise make decisions 
about determination of its development for the future period 
of 5‒10 years. Long-term forecasts, which should be pro-
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vided to a management by a subsystem of forecasting, are 
important for making such decisions.

Long-term forecasts are forecasts for periods of more 
than five years. A management develops and approves stra-
tegic plans according to long-term forecasts. Medium-term 
forecasts, from 2 to 5 years, are also important for deter-
mining strategic plans for development of an enterprise, 
but they cover standard activities without taking into 
account prospects provided by the introduction of innova-
tive technologies, materials and processes ‒ this is the pri-
ority of long-term forecasting. Short-term forecasts ‒ up to  
2 years − are a source of information for a development of 
tactical plans.

Global macroeconomic forecasts are obtained using 
complex models with more than 200 variables. They are de-
veloped by leading world banks and research organizations. 
Thus, forecasts of the gross domestic product of the world 
countries are provided by the European Bank for Recon-
struction and Development, the World Bank, the Interna-
tional Monetary Fund. Among national institutions, GDP 
forecasts are provided by the International Center for Eco-
nomic Research, Institute for Economics and Forecasting. 
It is too difficult to obtain such forecasts at the enterprise 
level, but these forecasts are widely available and can be a 
benchmark for enterprises.

Microforecasts − forecasts of performance indicators of 
an enterprise in a short, medium or long-term perspective. 
They relate to forecasts of sales, prices, demand for finished 
products.

Forecasting procedures can be classified as qualitative 
and quantitative. There are results of a thinking process of 
experts at one pole – qualitative assessments, and on the 
other − quantitative data.

All of the above factors need to be taken into account 
when choosing a forecasting method. It is necessary to 
determine a level of detailing: whether a forecast, which 
determines certain details (micro forecast), is required 
or whether there is a need to get a future state of certain 
generalized factors (macro forecast). It is also important 
to define whether it is necessary to determine a state of 
a certain indicator in the near (short term forecast) or 
in the distant future (long term forecast). And to what 
extent are qualitative or quantitative forecasting methods 
acceptable?

A modern scientific and methodological basis of fore-
casting encompasses a system of methods, techniques and 
procedures. Methods of forecasting, which can be applied 
in a subsystem of forecasting of the marketing information 
system of an enterprise, can be divided into two groups: 
quantitative and qualitative. As noted, qualitative assess-
ments are provided by experts, and quantitative forecasts 
are obtained by different methods of analysis of factual 
information.

Let us consider what quantitative forecasting methods 
should be used in the subsystem of forecasting of a mar-
keting information system of an enterprise. It is proposed 
to divide quantitative forecasting methods into three 
groups:

– forecasting of time series;
– causal methods;
– other specific methods.
The following mechanism for selection of a forecasting 

method can be proposed depending on the kind and type of 
time series data (Table 2).

Table 2

Choosing a forecasting method depending on the kind and 
type of time series

Data kind Data type
Forecasting 

methods

Stationary 
data series 

without 
seasonality

1. Sales volume of enterprise’s 
products that fluctuates around a 
certain level 
2. Prices for raw materials or 
components that fluctuate around 
a certain level 
3. Indicators of demand for 
products of an enterprise that 
fluctuate around a certain level

1. Simple average 
2. Slippery average 
3. Exponential 
smoothing 
4. Box-Jenkins 
Models (ARIMA)

Seasonal 
data series 

without 
trend

1. Monthly or quarterly volumes 
of sales that fluctuate around a 
certain level 
2. Monthly or quarterly volumes 
of production in a country or a 
region that fluctuate around a 
certain level.

1. Seasonal expo-
nential smoothing 
2. Method of 
decomposition of 
time series without 
a trend 
3. Box-Jenkins 
models (ARIMA)

Trend data 
series

1. Annual sales volumes of enter-
prise products 
2. Prices of components or raw 
materials that rise or fall 
3. Annual indicators of demand 
for enterprise products 
4. Annual volume of capital 
investments to industry, annual 
GDP or other indicators

1. Trend models  
2. Adjustment by 
S curve 
3. Gompertz model 
4. Linear exponen-
tial smoothing: 
Holt’s method 
5. Box-Jenkins 
models (ARIMA)

Trend data 
series with 
seasonality

1. Monthly or quarterly sales 
volumes of an enterprise with a 
growing or declining trend 
2. Monthly or quarterly volumes 
of production in a country or re-
gion with a growing or declining 
trend

1. Time series 
decomposition 
2. Exponential 
smoothing based 
on a trend and sea-
sonal variations: 
Winters method

We systematize methods of application of time series 
forecasting methods.

1. Simple average. The method should be used in cases 
where processes that generate a time series are stabilized, 
and the environment, where this series exists, mainly stays 
unchanged. As a rule, time series is divided into two parts 
by this method: the first one − after which a forecast is ob-
tained; the second one − for which it is checked. A forecast 
for future periods is defined as an average value of past ob-
servations in the method of simple average:

1
1

1ˆ ,
t

t t
i

Y Y
t+

=

= ∑ 					     (1)

where 1t̂Y +  – forecasted value; tY  – value at a t time period.
A forecast error is calculated by the formula:

1 1 1
ˆ .t t te Y Y+ + += −  				    (2)

Forecasted values can be taken into account in formu- 
la (1) in the case when forecasts are needed not for one peri-
od, but for several.

Disadvantages of this method: all previous observations 
are taken into account in obtaining a forecast, and all of 
them have the same effect on a forecasted value.

2. Slippery average. The method of slippery averages 
does not take into account all observational data, but only 
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a few of the latter. This eliminates disadvantages of the 
previous method and makes possible to use “fresh” data to 
get a forecast. An amount of data k to calculate a forecast is 
determined by a researcher. A simple slippery average of the 
average order k (SA(k)) includes k of previous observations 
and is calculated by the formula:

1 1
1

( ... )ˆ .t t t k
t

Y Y Y
Y

k
− − +

+
+ + +

= 			   (3)

The disadvantage of this method is that it does not take 
into account a trend and seasonal fluctuations.

3. Exponential smoothing method. This method is based 
on averaging of data, where older data is given less weight, 
and data that is closer to a forecasted value is given greater 
weight:

2
1 1 2 1

ˆ (1 ) (1 ) ... (1 ) ,k
t t t t t kY Y Y Y Y+ − − − += a + − a + − a + + − a   (4)

where α – constant of smoothing (0<α<1).
Сonstant α is chosen by considerations of the importance 

of the “freshest” data (the more important they are, the more 
is α), as well as on the basis of an error that will be obtained 
from the data for validation of a model. The technique of the 
exponential smoothing method is as follows: forecasts are 
made with several α values and compared with factual data 
determined for testing of a model. The value of α, which gives 
the lowest error, is optimal for forecasting.

The disadvantage of this method is that it is used in cases 
where a level of data changes slightly. If there is a trend in 
the data, then simple exponential smoothing is constantly 
lagging behind real data.

4. Exponential smoothing based on trend: Holt’s method. 
Time series are rarely characterized by a fixed linear trend in 
economics and business. The method of exponential smooth-
ing takes into account a local linear trend in exponential 
smoothing [22]. This method is called “two-parameter meth-
od of Holt”. It is based on three equations:

a) An exponentially smoothed series or an estimate of a 
current level:

1 1(1 )( ).t t t tL Y L T− −= a + − a + ;		   (5)

b) Trend assessment:

1 1( ) (1 ) .t t t tT L L T− −= β − + − β ;			   (6)

c) Forecast for р periods ahead:

ˆ ,t p t tY L pT+ = + 				   (7)

where tL  – new smoothed value; α – constant of smoothing 
for data (0<α<1); tY  – value of series at t period; β – con-
stant of smoothing for trend assessment (0<β<1); tT  – trend 
assessment; p – forecasting period; t̂ pY +  – forecast for р pe-
riods ahead.

The technique of method application can be as follows: a 
first estimate is equal to a first observation and the trend is 
zero. Or the initial value is defined as an average of the first 
five or six observations, then the trend is characterized by 
the inclination of lines formed by these observations.

5. Exponential smoothing based on trend and season-
al variations: Winter’s method. The method contains a 
three-parameter, linear and seasonal model of exponential 

smoothing [23]. This approach is an extension of the Holt’s 
method. An additional equation is used to estimate seasonal 
variations in this method. The Winter’s multiplicative model 
is determined by four equations.

a) Exponentially smoothed rows

1 1(1 )( ).t
t t t

t s

Y
L L T

S − −
−

= a + − a − ;		   (8)

b) Trend estimation:

1 1( ) (1 ) .t t t tT L L T− −= β − + − β ;			   (9)

c) Seasonality estimation:

(1 ) .t
t t s

t

Y
S S

L −= γ + − γ ; 				    (10)

d) Forecast for р periods ahead:

ˆ ( ) ,t p t t t s pY L pT S+ − += + 				    (11)

where tL  – new smoothed value; α – constant of smoothing 
for data (0<α<1); tY – value of series at t period; β – constant 
of smoothing for trend estimation (0<β<1); tT – trend esti-
mation; γ – constant of smoothing for seasonality estimation 
(0<γ<1); tS – seasonality estimation; p – forecasting period; 
S – duration of seasonal fluctuation period; t̂ pY +  – forecast 
for p periods.

The technique of method application can be as follows: 
the first estimate is equal to the first observation, with the 
trend equal to zero, and the coefficients of seasonality are 
equal to one. Or the initial value is defined as an average for 
the first season (s values), then the trend is characterized 
by the inclination of lines formed by these observations. 
Coefficients of seasonality in this case are determined by 
the formula:

/ .t t sS Y L= 					     (12)

6. Trend models. In the case when the output data shows 
a tendency that is close to the type of analytic functions, 
forecasting is used according to the trend. Reference func-
tions here can be:

a) linear trend 0 1
ˆ ;tY b b t= +

b) parabolic trend 2
0 1 2

ˆ ;tY b b t b t= + +
c) hyperbolic trend 0 1

ˆ / ;tY b b t= +
d) logarithmic trend 0 1

ˆ ln( );tY b b t= +
e) exponential trend 0 1

ˆ ;t
tY b b e= +

f) degree trend 1
0

ˆ .b
tY b t=

Coefficients of models are estimated using the least 
squares method (LSM), an estimate is made usually in spe-
cial software products Excel or Minitab.

7. Adjustment by S curve. S-curve or logistic curve, or 
Pearl-Reed curve characterizes processes with saturation of 
the market. Equation:

ˆ ,
1t t

k
Y

ab
=

+
					     (13)

where k –horizontal asymptote of a function graph (satura-
tion line of the market); a, b – added parameters and b<1.

To determine parameters of a logistic model, it is 
sufficient to have two initial conditions and a market 
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saturation point. Other modifications of formula are pos- 
sible (13).

8. Grompertz model. It also relates to saturation models 
of the market. Equation:

ˆ * .
tb

tY k a= .					     (14)

There are other modifications of the Gompertz curve. 
Parameters are determined in the same way as for the Pearl-
Reed curve.

9. Model of decomposition of time series. In the case 
when data have a clear tendency (trend) and seasonal fluc-
tuations, the time series decomposition model is used. The 
method of obtaining a model has five stages:

a) we smooth seasonal fluctuations in the output data by 
a slippery average;

b) we obtain seasonal indices for each quarter or month 
by averaging the ratio of output data to a slippery average;

c) we obtain output data adjusted for a season by divid-
ing the source data into seasonal indices;

d) we get a trend and a season-adjusted forecast accord-
ing to the data adjusted for a season;

e) we obtain a trend and a forecast adjusted to a season 
by multiplying a forecast with a season adjustment for rele-
vant seasonal indices.

In the case when data contains only seasonality without 
a trend, it is enough to complete the first three stages. The 
forecast is obtained by multiplying the average level of out-
put data by corresponding seasonal indices.

10. Box-Jenkins method. Common models for time se-
ries forecasting are models of autoregression and slippery 
average (the AutoRegressive Integrated Moving Average 
(ARIMA)). These models show reliable results in fore-
casting for both stationary and non-stationary time series. 
ARIMA models are based on the autocorrelation data 
structure. In the forecasting methodology of Box-Jenkins 
there is no any special structure in given time series, for 
which the forecast is carried out. An iterative method for 
determination of a model among a general class of models 
is used (Fig. 5).

Fig. 5. Diagram of strategy for choosing of a model by the 
Box-Jenkins method [24]

The autoregression model of p order takes the form:

0 1 1 2 2 ... ,t t t p t p pY Y Y Y− − −= φ + φ + φ + + φ + e 	  (15)

where tY  – response (dependent variable) at time t; 

1 2, ,...,t t t pY Y Y− − −  
– response at time intervals t – 1, t – 2, …, t –  

p respectively; 0 1 2, , ,..., pφ φ φ φ
 
– coefficients of the model to 

be evaluated; pe
 
– errors that determine the influence of 

factors not considered in the model.
The model with a slippery average order q is given by the 

following equation:

1 1 2 2 ... ,t t t t q t qY − − −= m + e − ω e − ω e − − ω e 	  (16)

where tY – response (dependent variable) at time t; μ – con-
stant average of a process; 1 2, ,..., qω ω ω

 
– coefficients of the 

model to be evaluated; te  – errors in previous periods of 
time that were included in the response tY  at time t.

In the combination of the autoregressive model (15) 
with the model of the slippery average (16) we obtain a 
mixed model of autoregression-sliding-average (17), which 
is denoted by ARMA (p, q), where p is the order of the au-
toregressive part of the model, q is the order of the slippery 
average part:

0 1 1 2 2

1 1 2 2

...

... .
t t t p t p

t t t q t q

Y Y Y Y− − −

− − −

= φ + φ + φ + + φ +

+e − ω e − ω e − − ω e 	 (17)

The ARMA model (p, q) (17) provides a description of a 
broad spectrum of behavior of stationary series.

The output series tY  is replaced by its first or second 
(sometimes third) differences for non-stationary time series. 
For example, the first difference is 1,t t tY Y Y −D = −  the second 
difference 

2
1 2( ) 2 .t t t t tY Y Y Y Y− −D = D D = − +

Differences are taken until a number received is not 
stationary.

Models for non-stationary reries are called autoregres-
sive integral models with slippery average and are denoted as 
ARIMA (p, d, q). Here the parameter p is the order of the au-
to-regression part of the model, the parameter d defines the 
difference order, and the parameter q determines the order 
of components of the slippery average. The implementation 
of the Box-Jenkins method is developed in such software 
products as Minitab, SPSS and Statistica.

 Several series, not a one separate time series, or several 
parameters, which are not time series, are considered to 
obtain causal (cause-effect) models. The methods for deter-
mination of causal relationships between variables include 
regression models (pairwise or multiple regression), as well 
as multidimensional statistical methods (Table 3).

Other specific methods of forecasting include the method 
of fractals and the method of maintaining of lag correlation. 
Let us consider in detail.

1. The method of fractals. One of the specific methods for 
time series forecasting is the method of fractals. The method 
of fractal analysis of time series is one of the directions of 
the analysis of the financial market, which is intended to 
study nonlinearities in the dynamics of time series, including 
financial [25–27].

Fractal analysis, as a new trend in the analysis of the 
dynamics of financial indicators, was formed on the basis of 
the theory of fractal markets. It states, unlike the theory of 
effective markets appeared in the early XX century, states 
that the development of market processes in the future, as 
well as future time series values that reflect these processes, 
depend on retrospective changes. It is believed that the pric-
ing process is generally globally deterministic and depends 
on the initial conditions, but locally it is random.
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According to the principles of fractal analysis, time series 
have a fractal dimension 1<D<2, endowed with properties 
of scale invariance (self-similarity) and memory of its initial 
conditions. It is believed that time series, which reflect the 
development of economic processes, have a fractal structure. 
The fractal dimension indicates a degree of “crenation” of 
time series. For example, a straight line has a fractal dimen-
sion D=1, if D=1.5, then the time series is a Gaussian random 
process [27].

It is possible to receive forecasts of prices for components 
and components with the help of fractal analysis in the sub-
system of forecasting of the marketing information system 
of enterprises.

2. Method of preservation of lag correlation. Specific 
methods for forecasting of time series, in which time series 
are forecasted in the interconnection, include the method 
of preservation of lag correlation. For example, forecasting 
of sales volumes of the company in connection with other 
market factors gives opportunity to get a forecast that is 
balanced with the determining factor of sales.

It is recommended to apply methods for preservation of 
lag correlation in order to obtain balanced projections [28]. 
This method determines the relationship between two rows 
of time parameters х1 and х2, which are related to a certain 
lag η in the prehistory period (model definition). Connection 
is determined by the lag correlation coefficient 

1 2
( ).x xR η  It 

is believed that the connection between these parameters 
should be maintained also during the forecast period. There-
fore, forecasts are firstly obtained for each parameter by 
the method of preservation of lag correlation, and then the 
coefficients of lag correlation of the time series, to which 
the forecasted values 

1 2
( ).x xr η  are added. According to the 

criterion that shows the deviation of the lag correlation 
coefficient calculated on the factual points from the same 

coefficient, but calculated with the addition of forecasting 
points, the following value is accepted:

1 2 1 2
( ) ( ) ,x x x xK R rη − η= 		   	 (18)

where 
1 2

( )x xR η  – coefficient of lag correlation calculated 
on the factual levels of the series of economic parameters; 

1 2
( )x xr η  – coefficient of lag correlation, calculated on the ac-

tual levels of series of economic indicators with the addition 
of forecast points.

The value K is called a criterion of the deviation of lag 
correlation. The best pair of trends for forecasting of eco-
nomic indicators is proposed to consider the one that has a 
minimum deviation criterion of lag correlation.

It is necessary to pay attention to the general disadvan-
tage of the listed methods of forecasting which are dynami-
cally developing: traditional technologies of their implemen-
tation are oriented on the processing of the observed process 
values in the assumption that they are accurate. In practice, 
they are not. The inaccuracy of observations, as a rule, is a 
consequence of not only errors of measurements, but also 
the possible influence of any factors of the environment. The 
problem of choosing an adequate approach to the description 
of the real uncertainty that arises is a key problem. The usual 
way of use of theoretical probabilistic methods for these pur-
poses cannot always be applied, since there is no possibility 
of an adequate restoration of the unknown density of the 
distribution of random errors of observations in the limited 
sample of observations. For the same reason, it is not entirely 
reasonable to consider the hypothesis of the normal distri-
bution of these errors, which follows from the central limit 
theorem. An acceptable direction of solving the problem of 
forecasting under conditions of uncertainty of the initial 
data is the use of methods of fuzzy mathematics [29, 30]. 

Table 3

Methods for determining the causal relationships between variables

Method Application

1. Cluster analysis. Cluster analysis is a class 
of methods used to classify objects or events in 
relatively homogeneous groups called clusters

Segmentation of the market. For example, consumers can be divided into clusters based on 
benefits they expect from a purchase of a product. 
Understanding of customer behavior. Cluster analysis is used to identify homogeneous 
groups of customers. 
Determination of capabilities of a new product. Clustering of brands and goods can be de-
termined by competitive kits within the market. Trademarks in the same cluster compete 
more rigorously with each other than with brands of other clusters.

2. Correlation-regression analysis. Multi-fac-
tor correlation-regression analysis makes pos-
sible to estimate the extent of influence of each 
factor introduced into the model at a fixed po-
sition on the researched productive parameter 
on the average level of other factors

Determination of the optimal price for goods and services. The influence of several factors 
on the price is studied and the optimal price is determined according to available competi-
tor’s supply and prices, or other factors. 
Determination of the cost effectiveness of advertising and sales promotion. The correlation 
coefficients between sales volumes and promotional costs give possibility to determine 
how closely sales changes and increase in costs for promotional activities are connected. 
The regression equation makes possible to predict necessary advertising costs to get the 
desired sales volume.

3. Factor analysis is a class of methods used to 
reduce a number of variables and their gener-
alization. Factor is a latent (hidden) variable 
that explains a correlation between a set of 
variables

When segmenting the market to determine latent variables for the purpose of consumers 
grouping. 
When developing a commodity strategy, factor analysis is used to determine characteris-
tics of a trademark that affects the choice of a consumer. 
When designing a pricing strategy, factor analysis determines characteristics of consumers 
who are sensitive to prices

4. Variance analysis – statistical method of 
study of differences between sample averages 
for two or more sets

For example: 
– are the segments of the market different in terms of the volume of consumption of 
goods? 
– does the intention of consumers to buy the goods of this trademark depends on the 
difference in price levels?
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Emerging difficulties are not trivial and require discussion. 
Let’s consider the essence of these problems and possible 
ways to overcome them on the example of construction of a 
multi-factor regression model (Table 3) under uncertainty 
of the initial data described in terms of fuzzy mathematics. 
Let us introduce the formal model of the problem in the 
following way.

Let us suppose ( )1 2,  ,..., mF F F F=  is a set of factors that 
affects the value of any indicator ( ),y F  the dynamics of 
change that needs to be forecasted.

As a result of a series of experiments, sets of measure-
ments of values of variables were obtained – explaining { }ijF  
and explained ( ),jy  where ijF  – a value of i-th explanatory 
variable in j-th experiment, 1,  2,..., ,i m=  1,  2,..., ,j n=  jy  –  
a value of the explanatory variable in j-th experiment.

In a situation when there is no information about the na-
ture of trustworthy distribution laws of observational errors, 
we assume that the observed values of variables are fuzzy 
numbers given by their membership functions. In this case, 
an analytical description of these membership functions is 
chosen in the class of functions (L-R)-type, i. e.

( )

( )

( )

2

2

exp ,   ,
2

exp ,   .
2

i i
i i

i

i i

i i
i i

i

m F
F m

F
F m

F m

  −  − ≤ a    m = 
  − − >  β   

	 (19)
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  −  − ≤  a   m = 
  −  − > β   

		  (20)

Here m is a modal value of the corresponding fuzzy num-
ber; α is a left coefficient of fuzziness; β is a right coefficient 
of fuzziness.

The choice of the analytical description for membership 
functions of fuzzy numbers is dictated by the following 
remarks. Firstly, a very simple statistical evaluation of pa-
rameters of these functions. Secondly, these functions have 
broad approximation capabilities. And, finally and most 
importantly, algebra is introduced [31] for functions of this 
type, it defines simple rules for execution of operations with 
corresponding fuzzy numbers. These rules are as follows.

Let us suppose LRA  and LRB  – arbitrary fuzzy numbers 
of (L-R)-type given in the form:

,  ,  ,LR A A AA m=< a β >  ,  ,  .LR B B BB m=< a β >.

Then the basic algebraic operations (addition and multi-
plication) are realized as follows

Expectation. 

c,  ,  ,LR LR LR c cA B C m+ = =< a β >

and

,c A Bm m m= +  ,c A Ba = a + a  .c A Bβ = β + β 		  (21)

Multiplication. 

,  ,  LR LR LR c c cA B C m∗ = =< a β >

and

,c A Bm m m= ⋅  ,c A B B Am ma = ⋅a + ⋅a

.c A B B Am mβ = ⋅β + ⋅β 	 (22)

A traditional technology of systems research by the 
method of multi-factor regression analysis is realized with 
a use of the least squares method (LSM). The regression 
equation is introduced in this case

( ) 1 1 2 2 ... ,m my F a F a F a F= + + + 			   (23)

values of explanatories and explanatory variables, as well 
as a set of unknown coefficients of the regression equations 
united in the matrix H, and vectors Y and A:

11 12 1 1 1

21 22 2 2 2

1 2

1 ...

1 ...
 ,  ,  .

. . . . . ... ...

1 ...

m

m

n n nm m n

F F F a y

F F F a y
H A Y

F F F a y

     
     
     = = =
     
          

,                ,               .

The desired vector is calculated by formula

( ) 1ˆ .T TA H H H Y
−

=

In the real situation of a deficiency of the output data, the 
use of this reliable statistical analysis may be incorrect (for 
example, if n m< ), and also in view of possible violation of 
one of the fundamental prerequisites of regression analysis 
(normality of distribution of observational errors). The fol-
lowing multi-stage regression analysis procedure is proposed 
due to this fact.

Stage 1. Parameters of the corresponding membership 
function are calculated for each explanatory variable:

1

1
ˆ ,

n

i ij
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m F
n =
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( ){ 1,2,...,iN j n− = Î : )}( ˆ ;ij iF m≤

( ){ 1,2,...,iN j n+ Î : )}( ˆ ,ij iF m>

( )i iG G− +  – number of elements of a multiplicity ( ).i iN N− +

Similarly, the parameters of the membership function of 
the explanatory variable are determined
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Stage 2. Calculation of coefficients of the regression 
equation. The proposed approach to the solution of the prob-
lem of regression analysis in this case, coincides in principle 
with the approach implemented in the traditional LSM. In 
this case, the “model” function of the membership of the 
fuzzy value of the resulting index is constructed on the basis 
of partial descriptions (19) of the membership functions for 
each factor with the use of rules (21), (22) of performing op-
erations on fuzzy numbers. This function is compared with 
the membership function (20) determined by the experimen-
tal data. The sought set of coefficients of the regression equa-
tion is sought so that these functions differ in minimum from 
one another. The problem of mathematical programming, 
which thus arises, can be solved, for example, by the method 
proposed in [32]. According to this method, the modal value 
of the forecasted result is calculated (23)
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Now a complex criterion is formed

2

2

1 1

ˆ ,
m m

i i i i
i i

J S a a F a a m y
= =

    
= m + + + −        
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which is minimized by A.
The first term of the criterion is a quadrate of the square 

under the curve, which corresponds to the membership func-
tion and determines a level of compactness of this function. 
The second term describes a degree of proximity of the modal 
value of the predicted result (23) to its experimental value.

In a simple particular case, when the fuzzy factor of 
(L-R)-type functions are equal, that is 2,i i ia = β = s  then 
the minimization problem (27) can easily be solved ana-
lytically. Thus
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The result obtained is easily and naturally perceived: the 
contribution of each factor that affects the result is higher, 
the higher its modal value and the less a variance.

Stage 3. Forecasting of the value of influential factors 
and the resulting indicator.

Forecasting of the values of each of the factors can be 
done by any of the above one-factor methods. Let us consid-
er, for example, the procedure of forecasting by the Holt’s 
method taking into account the possible uncertainty of the 
measurement results. Suppose, for example, that the mem-
bership functions of the smoothed value until the time t are 
described by triangular numbers at moment 1t −
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and a fuzzy measurement of the factor at time t
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Then the membership function of the exponentially 
smoothed factor value has the form
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where
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Finally, the function of the factor membership p periods 
ahead
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where
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t p t ta a pa+ = +
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( ) ( ) ( ).Y L T
t p t tc c pc+ = +

The relations obtained with the use of (28)–(32) for the 
functions of membership of the forecasted values of factors 
make possible, taking into account (23), to obtain the func-
tion of membership with the forecasted value of the resulting 
indicator.

6. Discussion of the essence and significance of the 
forecasting subsystem of the marketing information 

management system

The forecasting subsystem is a set of methods, tech-
niques, algorithms for processing various types of input 
information and obtaining forecasts for them.

An enterprise receives forecasts of sales, prices for 
finished products and raw materials, sales and competitor 
prices, sectoral, regional and macroeconomic forecasts by 
forecasts of time series.

An enterprise receives sales forecasts based on product 
prices, competitor actions and promotion costs, consumer 
behavior forecasts, sales volumes by the use of casual meth-
ods of forecasting.

An enterprise receives forecasts of prices for raw materi-
als, materials, semi-finished products, components with the 
help of fractal analysis.

According to the lag correlation method, an enterprise 
receives forecasted volumes of sales in connection with other 
market factors using the lag correlation method.
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However, it is impossible to deny that the named methods 
of forecasting need to eliminate their main general disadvan-
tage, which is related to the assumption of accuracy. The in-
accuracy of observations, as a consequence of measurement 
errors and the possible impact of any environmental factors, 
leads to inconsistencies in expected results. Therefore, the 
use of methods of fuzzy mathematics is effective under such 
conditions. Traditional forecasting methods can be success-
fully upgraded for a case where the source data is unclear as 
the proposed procedure suggests. Possible continuation of 
studies of the problem of registration of uncertainty of the 
source information is to consider the technology of solving 
this problem, when this information is inaccurate in the 
sense of Pawlak [33]. One of the possible approaches to over-
come the difficulties encountered here is proposed in [34].

Taking all this into account, there are reasons to state 
that the forecasting subsystem is crucial in the management 
system of marketing information of an enterprise for the for-
mation of tactical and strategic plans of marketing activity.

7. Conclusions

1. A classical management system of marketing informa-
tion of industrial enterprises is modernized by identifying 
the following four subsystems:

a) monitoring;
b) marketing research;
c) risk assessment;
d) forecasting.
Such a structure of the marketing information manage-

ment system and the principles of interoperability of subsys-
tems can reduce risks of entrepreneurial activity through 
risk assessment and obtaining of forecasts pool.

2. The information, which comes into the subsystem of 
forecasting of the marketing information management sys-
tem, is classified according to the following criteria:

– by the readiness for use;
– by the presence of dynamics;
– by the presence of trends in dynamic series;
– by sources of information;
– by a reference point.
Such a division of information simplifies the process of 

information flow management and validates a choice of the 
method of analysis and forecasting.

3. Three types of forecasts are distinguished by three 
criteria: by a forecast period, by a level of economy, by a type 
of estimations. This approach involves detailing of methods, 
techniques, and algorithms used to obtain forecasts for each 
type of task. The possibility of modernization of known fore-
casting methods with consideration of possible fuzziness of 
initial data is considered.
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