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METHOD OF SEARCHING TERM INTERPRETATIONS
FOR DOMAIN DICTIONARIES, USED FOR DEVELOPING SOFTWARE

Annotation: In this paper, a method of forming definitions of terms for a vocabulary of a subject domain using existing
explanatory dictionaries is proposed. It is shown that with a combined search for terms and their interpretations, it is possible to find
about ten percent of definitions, which is clearly not enough. A method of automated search for the interpretation of terms is
proposed, involving the use of existing explanatory dictionaries. A mathematical model of the subject domain dictionary entry is
proposed. A mathematical model of an explanatory dictionary entry is proposed, taking into account the headword, a variety of
interpretations of the word, litters and stable phrases. A mechanism has been developed for extracting definitions of a term from an
explanatory dictionary depending on the structure of its dictionary entry. An algorithm for automated search for definitions for
single-word terms has been developed. An algorithm has been developed for the automated search for definitions for verbose terms,
based on the selection of nouns from the term. A mechanism for assessing the quality of possible interpretations, depending on the
occurrence of terms from the subject domain, is proposed. A mechanism has been developed for the choice of definitions, when the
terms from the vocabulary of the subject domain and the explanatory dictionary are coinciding incompletely, which is based on the
procedure of term decomposition, the search for partial interpretations and the synthesis of the resulting interpretation. The software
developed that allows to organize the search for interpretations of terms both in local explanatory dictionaries (previously loaded
into the system), and in online dictionaries. The expert’s task includes the evaluation the interpretations found and possibly editorial
correction of them. Experimental evaluation of the effectiveness of the use of a software product showed a reduction in the expert’s
working time compared to the “manual mode” by approximately four times.

Keywords: domain dictionary; one-word term; multiword term; morphological analysis; mathematical model of the term;
interpretation of the term; text document
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I. INTRODUCTION semi-family  (derived words of a

grammatical category than the headword).

Usually, a domain dictionary (DD) is a The main type of the linguistic dictionary is the

specialized explanatory dictionary, which gives
definitions to a set of concepts related to the
activities of a certain organizational structure [1; 2;
3]. Domain dictionary is used to solve a variety of
tasks related to the creation and maintenance of
software  products (SP):  formulation and
coordination of requirements for SP, database
design, creation of user interfaces, writing various
manuals, etc. [4; 5; 6; 7].

There are two main types of dictionaries
according to their content: encyclopedic and
linguistic [5]. The object of the description in the
encyclopedic dictionary and encyclopedia — various
objects, phenomena and concepts;

the object of the description in the linguistic
dictionary — a unit of language, most often a word.

By the way the material is organized, linguistic
dictionaries are divided into alphabetic (most
common), family (one dictionary entry interprets not
the word, but the entire word-formation family) and
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explanatory dictionary. Explanatory dictionaries
differ in the volume of the dictionary, technical
means of presenting the material. Therefore, before
using the dictionary, it is necessary to be acquainted
with the “System notes” — conditional abbreviations
(usually found in the intro to the dictionary).

According to the functions and purposes of
creating, explanatory dictionaries are divided into
descriptive and normative.

Descriptive dictionaries are designated for a
complete description of the vocabulary of a certain
sphere and fixation of all available uses.
(“Explanatory dictionary of the common great
Russian language” V. I. Dal [8; 9; 10], “Explanatory
dictionary of the English language” Oxford
Dictionaries Online [11], “Explanatory dictionary of
the Ukrainian language” Institute of Linguistics
Online A. A. Potebni [12]).

The purpose of the normative dictionary is to
show the standard use of the word, eliminating not
only the wrong use of words associated with an
erroneous understanding of their meanings, but also
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those uses that do not
communicative situation.

The dictionary consists of dictionary entries
[13; 14; 15; 16]. Dictionary entry is brief linguistic
information about a word. In its turn, the dictionary
entry consists of the following components:

— the headword (usually in bold and capital
letters) with the emphasis. Sometimes it contains
comments to the pronunciation in square brackets;

— interpretation of the word contains:

a) notes — a brief description the words
expressed by the adopted reduction of the
corresponding term describing the use of the word
(usually in italics);

b) definition (dictionary definition);

— illustrative material as a means of word
semantics;

— collocations based on the headword,;

— derived words (a sign of the family
dictionary).

Compilation of explanatory dictionary for a
certain language or a certain branch of knowledge is
a very time — consuming and poorly automated
process that requires many months of work of highly
qualified specialists. Therefore, when compiling the
DD, there is a task to automate and speed up the
process of dictionary compiling.

correspond to the

Il1. Analysis of the Literature Data and
Formulation of the Problem

There are a number of works on creation of DD
in English [13; 11], Russian [17; 18; 19], Ukrainian
[20; 21; 22] and other languages.

The paper [1] focuses on the automated
selection of terms from the texts in Russian from a
given subject area. The interpretation of the terms is
entrusted to the expert, who is offered to use a pre-
selected set of dictionaries online. The study [7]
deals with the automation of the allocation of terms
from the texts in the Ukrainian language, but there
are no solutions to automate the process of
interpretation of terms.

A number of studies have considered in detail
the structure of existing dictionaries and the
conditions for the successful search of definitions,
however the algorithms for their selection in the
automated search is not proposed [5; 23]. In
addition, the dictionary entry of the explanatory
dictionary is mainly intended to define one word,
while the terms of the subject area, as a rule, contain
several words, for example, “operating system”,
“waybill”,  “medical history”, “schedule of
commuter trains”.
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There are certain rules for the interpretation of
collocations based on the headword, but there are
not enough of formalized rules for their allocation
[24; 25]. Therefore, the automation of the retrieval
of the interpretations of the terms is highly relevant
and largely unresolved challenge [26].

The problem of interpretations highlighting is
the high complexity of their definition [27].

The proposed solution is to automate the
process of determining the definitions of terms for
the DD based on the allocation of interpretations
from the analyzed document and public dictionaries.

To solve the problem, the following tasks have
been formulated:

— determination of the conditions for
determining definitions directly from the analyzed
document;

— allocation of definitions of the term from the
dictionary;

— filtering of definitions depends on notes;

— filtering definitions based on the analysis of
the entry of terms from the DD;

— selection and layout of definitions for
multiword terms.

I11. Search of Interpretations Combined with
a Selection of Terms from Documents

The analyzed document [28] may introduce
some new concepts (terms) or provide a new
interpretation of the known ones. Then the definition
of the term can be included in the text in close
proximity to the term itself. To verify the
effectiveness of the interpretation search directly in
the text on the basis of which the DD is build, the
analysis of text documents from various subject
areas with a total volume of 50,000 words was
carried out. As a result, 257 terms were allocated.
For the 27 terms interpretation were found directly
in the analyzed texts. On the basis of the study it was
concluded that the development of methods of
interpretation search combined with the selection of
terms is futile.

IV. The use
Dictionaries

of Existing Explanatory

We assume that the search for definitions of
terms in all cases will use pre-compiled specialized
or broad-profile dictionaries.

At Fig.1 the dictionary, entry is presented in a
simplified form.

If you want to find an interpretation of a one-
word term, you should choose one or more definitions
from Definitionl ... Definition n (for example, for the
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term “System”). If the task is to find a definition for a
multiword term (for example, “Operating system”),
then you should look for a suitable collocation (in
Fig. 1 is the system + T1, system+T2) and make a
choice from the definitions that apply to it.

For the formation of DD, we will use a work
piece for open DD without interpretations (contains
only terms and their frequency characteristics), as
well as some downloaded DD with online access,
organized through some system that allows to extract
information from sites such as Interpretation [29].

Dictionary entry

Term Definitions
System Definition 1
Definition n

Sustainable phrase Definitions

Definition n+1
System + T1

Definition n+k

System + T2 Definition n+k+1

Fig. 1. Simplified structure of the
dictionary entry

Let us present the explanatory DD in the form of

To ={< to,tt >}, 1)
where: to is a term from the subject area; tt —
interpretation of the term (one or more sentences,
originally an empty line— tt=«»).

Let’s present the explanatory dictionary of a
wide profile in the form of:

Td ={<td, ma >} , 2
where: td is a term from the Td dictionary; ma —
multiple interpretations of the term td (dictionary
entry).

In general, the term to can consist of several
words:

to= & -€n ©))

Search for interpretations of one-word terms
(OT).

We will assume beforehand that the term to is
OT (to = ey). Then the task of interpreting to can be
formulated as follows. If td is found, such that td = to,
then from a variety of interpretations ma, we need to
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choose one or more interpretation definition options
(IDO), which for some formal features is most
suitable for the subject area.

Let's set the task of reducing possible IDO.
Typically, dictionaries contain abbreviations that
define the scope of the term, for example, area of
activity (Mat. — mathematics, mus. — music, comp.
sc. — computer science), style (folk-poet — folklore-
poetic, dismiss. — dismissive), etc. We call such
reductions characteristics of the option. Then IDO
interpretation of the term (family) can be represented
as:

ma; ={< mc,tx >}, 4)

where: mc is the set of IDO characteristics; tx — IDO
text.

Since not every IDO can contain characteristics,
it is possible that mc = @.

For a particular domain, we will create many
invalid mCa characteristics and lots of options for
mCi characteristics. This allows us to distinguish
from the set of ma a subset of ma' interpretations of
the term that satisfy the following conditions:

dc.|c. emcac. emCi
J ) J

VCJ_ |cj em(:ch emCa}' ©)

Since not every family has a characteristic and
several different families can have the same
characteristics, after selecting the IDO according to
the conditions (4), there may be several of them. To
further reduce the number of IDO, it is proposed to
select the most suitable IDO from ma' by counting the
number of occurrences of terms from To in each tx
from ma'. To do this, let's introduce ma' as:

ma' ={<tx,k >},

where: K is the number of term occurrences from To
to tx; tx is represented as a sequence of words (tx =
61...€n).

We write operation of calculation of the number
of occurrences of term from To in tx (preliminary k =
0):

(if (5 =toj)ei etX/\tOj eTo)k =k +1)
L . (6)
i=Ln;j=1q
where: q=|To|.

After calculation k all IDO, which are not part of

the terms of the subject area:

Vtxj |txj e ma /\kj =0,

excluded from ma', and the remaining are sorted in
ascending order by k.

ma':{<txj,kj SH=Lm-Lk >k 4,

where: m=|ma’|.
Thus, the expert is provided with m IDO to
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select and edit the term.

The search method of the multiword term
interpretations (MT).

There are dictionaries of word combinations [5],
but they represent only a small number of commonly
used word combinations. In ordinary explanatory
dictionaries word combination are used as an IDO of
some basic term. This determines the next stages of
interpretation search for MT.

A) The allocation of the MT nouns. Since nouns
carry the main semantic load, the interpretation of MT
suggests the search for interpretation to start with
nouns.

We introduce additional information into the MT
submission in accordance with (3). To do this, each
element (word) is represented as:

ei =<Wi,Wi,ai>, (7)

where: w; represents one of the words of MT, w' —
represents w; in normalized form, a; i - part of speech
w; (noun, adjective, number, ...).

B) Definition of search priorities for nouns.
Some nouns that are included in MT can represent
OT in the subject area under study. It is recommended
to start the search for interpretations with these nouns.
This will allow you to partially combine the search of
MT and OT. In addition, it is possible to assume that
a noun used only as a part of MT has a highly
specialized meaning, which will make it difficult to
find it in Td. Thus, we form a sequence of words to
search for IDO in Td. :

to' = Wi,_,., WI Jeen Wh , (8)

where: their location is subject to the following
condition:

(vw} | (W} € To)awi_; € To) A (YW} | (aj = noun)

w;_4 | aj_q =noun);i=2,n.

C) Search of OT in the Td. For each element of
(8) satisfying the condition w'ieTo, is searched
according to IDO in paragraph 1.

D) Search of IDO for the MT based on noun.
Dictionary entry Td can have a number of
interpretations of collocations, which include the
defined term. The generally accepted word order in
such a phrase can be changed. Often defined term
(represented as the first letter of the word) takes the
first position in the word combination. In accordance
with the above, it is proposed to present the
explanatory dictionary entry of the Td in the form of:

ar =<td,{s,ts} >,
where: S is a word combination; ts is IDO,
corresponding to the interpretation of the term td in
this word combination.

Each phrase will present many of its constituent
words, with previous deletion of linking words:

14

s={ws;}i=1n.
Similarly, let's present MT:
to:{vvtj}j =1k,

We define a set of ma' IDO for MT that can be
provided to an expert. Originally ma' = @. Since there
are, no assurance that in Td will be found the word
combination matching with to, it makes sense to
memorize the word combination, which partially
correspond with to.

The terms of placement of S inma' is:

(X=tons)A|X[z2 ,tocs

Therefore, if an S containing two or more words
fromt0 is found, then such an incomplete
interpretation is included in ma'. Also ma ' includes
all S that match with to or have additional words.

E) Assessment of the relevance of IDO from
ma'. If one or more IDO are found, such that to = S
then all s # to are excluded from ma'.

If [ma’| > 2, then it is necessary to estimate each
IDO entering ma'. To do this, in accordance with the
operation (6) the occurrences of terms from a To in
each IDO of the ma' must be calculated. Elements of
the ma' set are sorted in descending order by the
number of term occurrences. IDO that do not contain
terms or have a small number of term occurrences are
discarded.

F) Search for IDO based on all the words in the
MT. If the search for IDO on the basis of nouns did not
give results, in accordance with the previously
described procedure, the search for IDO is based on all
the words that make up the MT.

G) Search for IDO, which partially cover MT. If,
as a result of the search for IDO in accordance with
paragraphs D) and E) in the set of ma' there are no
elements such that to = S, it is proposed to use
phrases containing only part of the words included in
MT.

We assume that the number of words in each
element ma' is a measure of its correspondence to
MT. To do this, we order the elements of ma' in
descending order of their power:

V(sj ema’)3s;_q ema’[(|si_4 PIsjii=2n.

Similarly, to the point E) let's assess the
relevance of IDO from ma'. IDO with a small number
of words and a small number of occurrences of terms
from To are discarded.

For the remaining IDO of ma' it is necessary to
give the interpretation of words that are included in
MT, but not included in S and those that are included
in S, but not included in MT. We define sets of these
words:

Y1l=to\s where |to|>|s],
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Y2 =s\to where |s|>to].
It is necessary to present one IDO as several
constituent parts required for the introduction of
structuring for the S. Let's present (IDO) as:

s=<{wsi}{w {w;}>. (9

where: {ws;} is the set of words representing the main
partial interpretation of MT; w; is one of the words in
the set Y1 or Y2; w; is set of words representing the
interpretation of the word wi.

The representation of IDO in the form (9) allows
providing the expert with the most comprehensive
information available on options of the interpretation
of MT.

V. Method Implementation

In accordance with the proposed method of
determining the interpretation, algorithms to find the
definition of one-word and multi-word terms were
developed.

The search of a single word term interpretation is
shown with following algorithm:

1. Acquiring information about the term (normal
form of representing a term).

2. Performing a process of search an
interpretation of the term in a local dictionary. If the
interpretation was found, performing fixation of the
interpretation, otherwise, performing search of the
interpretation in connected dictionary.

3. Performing a return of the allocated term
interpretations:

— if there was found a single interpretation of the
term - performing save of the interpretation;

— if there was found several interpretations of the
term — performing process filtering and sorting
definitions based on data of the domain dictionary
and then performing save of interpretations;

— if there was not found an interpretation of the
term, returns only it name, which allows to an expert
perform a search and save the interpretation
manually.

The search of a multi-word term interpretation is
shown with following algorithm.

1. Acquiring information about the term (the
term, component parts of the term and normal form of
all it parts).

2. Performing process of allocating keywords
and combinations of partial phrases.

3. For every selected keyword performed the
process of search a single word term and fixation of
returned value.

4. Performing search of an interpretation for the
single word term in either connected or local
dictionary.

ISSN 2617-4316 (Print)

5. Performing fixation of the interpretation for
the returned value.

6. For every fixed term and it interpretation,
performing acknowledge of similarity with a multi
word term by a set of words.

7. Performing a process of sorting the
interpretations by the result of the a know ledges and
then goes validation on whether the interpretation
exceeds the limit of number returned definitions:

— if the limit is exceeded — performing exclusion
of the interpretation by the least number of
occurrence of the term in the domain dictionary.

— if the limit is not exceeded — exclusion is not
performed.

8. Performing a return of the allocated term
interpretations:

— if there was found a single interpretation of the
term - performing save of the interpretation.

— if there was found several interpretations of the
term — performing process filtering and sorting
definitions based on data of the domain dictionary
and then performing save of interpretations.

— if there was not found an interpretation of the
term, returns only it name, which allows to an expert
perform a search and save the interpretation
manually.

On Fig. 2 is given schema of packages of
program modules. Purpose of packages is following:

— User side — the user side, the user is “Expert”,
which edits the interpretation of terms and stores
them based on the results of the search.

— Terms allocation system — a term allocation
system that provides a list of terms with parameters
for searching.

— WebSites / SeleniumWebDriver — websites
with  online  dictionaries that work  with
SeleniumWebDriver.

— WebDictionary is responsible for working with
online dictionaries and looking for a term in them.

— Dictionary — is responsible for looking for the
interpretation of the term, the main class of the
program. It focuses on the basic logic of finding a
term's interpretation.

— Term - the term model, describes the term and
its parameters.

— FileWorker - is responsible for working with
files (reading connected dictionaries, reading and
writing the internal dictionary).

— View - view, responsible for the graphical
component and work with the user interface.

On Fig. 3 given the program product which
implements  the algorithm of search of
interpretations single word and multi word terms.

At Fig. 3 shown a window of the software
product that represents the results of the search for

15



Applied Aspects of Information Technology

2019; Vol.2 No.1:11-19

Models and Methods of Information Technology

the interpretation of the multiword term “computer
software”. The word combination was not found, the
result was presented in the form of interpretations
for two words — “computer” and “software”.

At Fig. 4 the result of the search for the
interpretation of the term “computer programs” is
presented. Of the two definitions of “computer” and
“computer program”, preference was given to the
second one based on the calculation of entries in the
definition of other terms from the DD.

V1. Evaluation of the Effectiveness of the
Method and Software, Definition of Terms of
Interference

For the experiment with 63400 terms were
randomly selected 5 lists of 30 terms from different
subject areas. Tests were carried out in 3 modes: in
manual mode, when the expert had to find and edit
the definition of the term using online dictionaries;
in the automated mode, when the search was
performed by the program on the built-in and
external dictionaries, and the expert edited the
results; in the optimized mode, when the search was
performed by the program, but the previously
obtained terms from the corresponding subject area
were taken into account. The results of the
experiment are shown in Fig. 5

DictionarySystem
1
WebSites Dictionary
WebDictionary
2 +sélan[5r:€\?egltaget) I(S d, String dict ): St
__ . 08 [ESNPRRY R +SearchWordInWebVedu() +SearchWordInExternal(String word, String dictionary): String
SeleniumWehDriver +findWordinWebSlovopedia() *lnitialSearch(String word): String
+findWordinWebSumln() +SaveWord(String definition): int
= +goToServerPanel()
" +goToMainPanel()
i +searchProcessing(String term, String dictionary, bool useExternal)
+indWaordInDic(String word, int dicPos)
+FilterAndSortDefinitions(String defs)
+QOperation1()
=7 "
View Term FileWorker
+InnerAttributes +write(String fileName, String text)
:segr:?:ﬁ:ﬂonlﬂUshed(ActanEvent event) +read(String fileName): ArrayList<String>
+:§3§EEnr;ﬁ?’i(s]‘hedmctimfvem event) ) +geDicNames()’ List<String> .
+directTicked() ! +rewriteDic(String fileName, text: ArrayList<String>)
+goToServerPanel()
+initialize(URL url, ResourceBundle rb)
i —
UserSide : : Terms allocation system
Expert =
Fig. 2. Schema of packages of program modules
|2 Dictionary - O x |£] Dictionary — O ®

Search result interpretations of verbose terms

Terms Term definitions
central processing unit = COMPUTER - is a programmable device that can store,
computer

retrieve, and process data
computer program

computer science
computer software

computer systems

data

device
device driver
graphics processing unit
information

lowest programming level
machine language instructions
natural languages
online documentation [«

SOFTWARE - is a collection of instructions that enable the
user to interact with a computer, its hardware, or perform
tasks. Without software, most computers would be useless.

COMPUTER SOFTWARE DICTIONARY include all the words
used for software and their description is also available with
search option. Itis very helpful to find outthe meaning of word
related to this.It contain each and every word.

Some |v| | Search |

[] Direct search External dic

Found in external vocabulary

Fig. 3. Research results interpretations of the term
“computer software”
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Search result interpretations of verbose terms

Terms Term definitions
central processing unit 4 COMPUTER - is a programmable device that can store,
computer

retrieve, and process data
computer program

computer science

computer software | | COMPUTER PROGRAM - is a collection of instructions
computer systems that performs a specific task when executed by a computer.

data A computer requires programs to function.
device

device driver

graphics processing unit
information

lowest programming level
machine language instructions
natural languages

online documentation

‘Snme |V| ‘ Search

[] Direct search External dic Found in external vocabulary

Fig. 4. Research results for interpretations of the
term “computer program”
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100
90
80
70
60
50
40

Relative search time (%)

30
20

0
Manual mode = Automated mode ® Improved mode

Fig. 5. Time to determine the interpretation of terms
in different modes

VII. Conclusions

The analysis of the existing methods of
constructing DD for software projects and the need
to reduce the time for the preparation of descriptions
of terms are made. The method of definition of
interpretations is proposed. This method allows to
automate the process of determining the definitions
of terms of subject areas. Algorithms and software
that implement the proposed method is developed.
The experiments have confirmed the effectiveness of
the proposed solutions. The results of the study can
be used in the development of software products "by
order" at various stages of design: collection and
analysis of requirements, database development,
writing project documentation, etc.
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Anomauia. B pobomi 3anponoHo8aHo cnoci6 GopmysanHs miymMaueHb mMepminie 01 CIOBHUKA NpeoMemHoi obracmi 3
BUKOPUCTNAHHAM ICHYIOYUX TAYMAYHUX CIOGHUKIG. 3anponoHOBaHO MAMeMamudHui ONuc npoyeoyp NOWYKYy MIAYMadeHb i
aneopummis, AKi ix peanizyiome. 3anponoHo8ano Memoo A8MOMAMU308AHO20 NOWYKY MIAYMAYEHHA MEPMiHie,  AKUll
Xapakmepuzyemocsi NiOKNIOUEHHAM ICHYIOUUX CIOBHUKIB, OYIHKOIWO SKOCMI MIYMAYeHHs 34 HASAGHICMIO 8 HbOMY MepMIiHie 3
npeomemuoi obnacmi, CUHMEIOM MAYMAYEHHS 8 pa3i PO30INCHOCII MEPMIHIB, WO 00360IA€ CKOPOMUMU YAC pOOOmMU eKcnepma 3i
cnoguukom. Pospobreno npocpamne 3abe3neuents, wjo 0036015€ iCMOMHO NPUCKOPUIMU NPOYeC NOWYKY NMIyMA4eHb mepminie Ol
CIOBHUKA npedmemHoi oonacmi. B pobomi 3anpononosanuti cnocib ¢opmyeants uzHaueHb mepminie 0 CLOGHUKA NPEOMEMHOL
oonacmi 3 GUKOPUCTIAHHAM ICHYIOUUX MIYMAYHUX CclosHukis. [lokazano, wo npu 00'cOHanomy nowyky mepminie i ix miymaueHsb
ModicHa 3Haumu  6nuseko 10 % Oeghiniyiti, wo s6HO Hedocmamubo. 3ANPONOHOBAHO MemOoO aABMOMAMU308AHOZ0 NOULYKY
MIyMadenHs mepminis, wo nepeobayac GUKOPUCMAHHA ICHYIOUUX MIYMAYHUX CIOBHUKIB. 3aNponoHO6aHO mamemamuyny mooensb
CIOBHUKOBOI cmammii closHuUKa npedmemuoi obaacmi. 3anpononoeano mamemamuyny mMooeisb CLOGHUKOBOI CIammi miymMauHo2o
CIOBHUKA, WO BPAXOBYE HALIZONIOGHIULE CIO0B0, MHOICUHY MAYMAYEHb C08d, NOCAIO 1 cmitiki crosocnonyuenns. Pospobneno mexanizm
BUOINEHHS Oeiniyill MepMIHA 3 MIYMAYHO20 CILOBHUKA 6 3ANE)HCHOCMI 810 CMPYKmMypu 1020 closHukosoi cmammi. Po3pobreno
aneopumm agmoMamu308aH020 NOULYKy Oeiniyitl 0nsl 0OHOCHIGHUX MmepMinie. Po3pobaeno aneopumm agmomamu3o8aHo20 HOULYKY
Oeqhiniyitl Onst 6a2amociiGHUX MepMiHi6, 3ACHOBAHUI HA GUOLIEHHI 3 MEPMIHA IMEHHUKIS. 3anponoHO8AHO MEeXaHiaM OYIHKU SAKOCMI
MOJNCTUBUX MIIYMAYEHb 8 3ANeHCHOCMI 8i0 8XOOJCeHHs 8 HUX mepMminie 3 npeomemroi obnacmi mepmina. Pospobneno mexamizm
6ub0py Oeiniyiil npu HenogHomy 30icy mepMminie 3i C108HUKA NpeOMemHOoi 0bnacmi ma MiyMaiHo2o CAOGHUKA, 3ACHOBAHUL HA
npoyeoypi 0eKoMno3uyii mepmina, NOWYKy YacmKoBUx MiymMadensb i CUHmMe3y pe3yibmyo4o2o miymaienns. Pospooneno npoecpamne
3a6e3neuents, AKe O00360NAE OP2AHI3y8amu NOWYK MAYMAYeHb MEPMIHI6 AK 6 JOKANbHUX MIYMAYHUX CIOGHUKAX (paHiue
3A6AHMAICEHUX 8 CUCIEMY), MAK | 8 OHIAH-CIOBHUKAX. ¥ 3a80aHHs eKChepma 6X00ums OYiHKA 3HAUOCHUX MIYMAYeHb I MOJICIUBO,
ix pedazyeanns. Excnepumenmanvha oyinka epekmu@HOCHI 3aCmOCY8aAHHS NPOSPAMHOZO NPOOYKMY NOKA3AAd CKOPOUEHHS 4Yacy
pobomu excnepma NOPIGHIHO 3 «PYUHUM PEACUMOM» NPUudIU3HO 6 4 pasu.
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Annomauusn. B pabome npeonosicen cnocob opmupoganusi onpeoenenuti mepmMunog Ol clo8aps. NPeOMemHol oonacmu ¢
UCNONL30BAHUEM CYUECMEYIOWUX MOTKOBbIX closapei. TIpednodceno mamemamuieckoe Onucanue npoyeoyp NOUCKAa moaKo8aHuil u
aneopummpl, Komopvle ux peanusyiom. IIpeonosicen memoo a8MOMAMUIUPOBAHHO20 NOUCKA MOAKOBAHUA MEPMUHOB, KOMOPbLU
Xapakmepusyemcs: nOOKIOUEHUeM CYWeCmByIoWux cioeapell, OYeHKoU Kavecmed MOJKO8AHUA NO HANUYUIO 6 HeM MEePMUHO8 U3
npeoMemnoll 06nacmu, CUHME30M MONKOBAHUA 6 CNyYae HecO8NA0eHUs MEPMUHOB, YO NO360Aen COKPAMUmMs 8pems pabomvl
aKkcnepma co crosapem. Paspabomano npozpammmnoe obecneuenue, no3sonsuee CyuweCmeeHHo YCKOPUMb Npoyecc HOUCKA
MOIKOBAHULL MEPMUHOG OISl CILOBAPSL NPEOMemHO 001acmu.
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