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The article considers the description of the step sequence in forming the text corpora, and then frequency dictionaries
on the example of Acoustics and Ultrasonic Technique (AUST) specialty, the texts of which are referred to scientific and
technical discourse. The necessity of application of real text corpora compiled with the help of statistical methods in the
present-day research processes is proved. Statistical method usage allows to determine such a mandatory parameter as
the reliability of text corpus and lexicographic resources created on its basis — frequency dictionaries, alphabet-frequency
dictionaries, etc. The example of specialty AUST demonstrates how statistically verified characteristics of the text corpus
allowed to create a reliable probabilistic-statistical model (frequency dictionary) of this subject area. The statistical reliabil-
ity of the dictionary manifested itself in the fact that the percentage of covering the AUST texts with the units of the base
dictionary (the first 2 thousand words) is 86%, which makes it possible to understand the content of almost any text on the
specialty AUST using the lexical units presented in it (the base dictionary).
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CraTTsa npmcesayYeHa onucy NoCigoBHOCTI KPOKIB Mig Yac (hopMyBaHHS TEKCTOBMX KOPNYCIB, @ NOTIM —4YaCTOTHUX CIIOBHY-
KiB Ha NpuKnagi cnewianbHOCTI «AKYCTUKa i ynbTpassykoBa TexHika» (AY3T), TEKCTU SKOi Hanexarb [0 HayKOBO-TEXHIYHOIO
auckypcy. [loBoantbes HeobXigHICTL 3aCTOCYBaHHS B Cy4acHWUX AOCAiAHMX Npouecax peanbHWUX TEKCTOBUX KOPNYCiB, CTBO-
PEHMX Ha OCHOBI CTaTUCTUYHMX MeTOZIB. BUKOPUCTaHHS CTAaTUCTUYHUX METOAIB A03BOSSIE BU3HAUYNTM Takuii 060B’I3KOBUIA
napameTp, K HagilHICTb TEKCTOBOrO KOPMyCy ¥ CTBOPIHOBAHMX Ha MOro OCHOBI NEKCUKorpaiyHnx pecypciB — 4aCTOTHUX
CIOBHMKIB, andasiTHO-4aCTOTHMX CIOBHWMKIB Ta iH. Ha npuknagai cneuianeHocTi AY3T 6yno nokasaHo, K CTaTUCTUYHO BU-
BipeHi XxapaKTepPUCTMKN TEKCTOBOMO KOPNyCy AO3BOSIM CTBOPUTU HadiiHy MMOBIPHOCHO-CTAaTUCTUYHY MOAESb (YaCTOTHMIA
CINOBHUK) L€l npegmeTHOi obnacTi. CTaTucTuyHa HadilHICTb CNoBHKUKa nNposiBuna cebe B TOMy dhakTi, L0 YacTka NOKpUTTA
TekcTiB AY3T oguHuuamm 6a30Boro croBHuUka (nepLumnx 2 Tuc. cnis) cknana 86%, Lo Aae MOXIMBICTb 3a JONOMOIOH f1ek-
CUYHWX OQWHMLb, NpeacTaBneHmx y 6asoBOMY CMIOBHMKY, 3p0O3yMITU 3MiCT NPaKTUYHO Oyab-SKOro TekcTy 3a chaxom AY3T.

KniouoBi cnoBa: abcontoTHa 4acToTa, BigHOCHa 4acToTa, WMOBIPHOCHO-CTAaTUCTUYHA MOAENb, NigTema, TEKCTOBWUIA
Kopnyc.

CraTbsa nocesiLieHa onucaHuio NocnegoBaTensHOCTU LWaroB nNpy hOPMUMPOBAHUN TEKCTOBBLIX KOPMYCOB U YaCTOTHbIX
crioBapel Ha npumepe cneuunanbHOCTM «AKYCTMKa W ynbTpa3sBykoBas TexHukay (AY3T), TeKCTbl KOTOPOW BXOAAT B Hayy-
HO-TexHMYecku anckypc. [lokasbiBaeTca HeobXoanMOCTb NPUMEHEHNS B COBPEMEHHBIX UCCIeaoBaTeNbCKuX npoueccax
peanbHbIX TEKCTOBbLIX KOPNYCOB, CO3AaHHbIX HAa OCHOBE CTaTUCTUYECKMX MEeTOAOoB. cnonb3oBaHne CTaTUCTUYECKUX Me-
TOA0B NO3BOMSAET ONPEAenUTL Takon 0ba3aTenbHbIN NapameTp, Kak HaAEXHOCTb TEKCTOBOrO KOpryca 1 Co3AaBaembIX Ha
€ro OCHOBe NeKcHKorpan4eckx pecypcoB — YacTOTHbIX CoBapen, andaBnTHO-4aCTOTHbIX crioBapew 1 ap. Ha npumepe
cneupansHocTy AY3T GbINo NokasaHo, Kak CTaTUCTUYECKN BbIBEPEHHBIE XapaKTEPUCTUKI TEKCTOBOIO KOpryca No3Bonunm
c034aTb HAAEXHYH BEPOATHOCTHO-CTAaTUCTUYECKYID MOAENb (Y4aCTOTHbIM CroBapb) 3TOW npeameTHon obnacTtu. Cratu-
cTMYeckas HagexXHOCTb crioBaps nposiBuna cebs B TOM dhakTe, Y4TO [0Ns nokpbiBaemocTn TekctoB AY3T eauHuuamm
6a3oBoro cnoapst (MepBbiX 2 ThIC. CMOB) cocTaBuna 86%, YTO AaeT BO3MOXHOCTb C MOMOLLbBK JIEKCUYECKUX EAUHWUL,
npefcTaBneHHbIX B 6a30BOM CnoBape, MOHSATL CoAepXXaHue npakTuyeckun noboro Tekcra no cneymnansHocTn AY3T.

KntoueBble cnoBa: abconoTHasa YacToTa, BePOSATHOCTHO-CTaTUCTUYECKas MOAenb, OTHOCUTENbHas YacTtoTa, noaTe-
Ma, TEKCTOBbIN KOpMyC.
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The main tendencies in modern linguistics can be
considered the following: computer, corpus and cogni-
tive linguistics. All of them provide for the researches
on the material of real texts, i.e. the text corpus sorted
out from all set of texts on the chosen subject — tech-
nical, humanitarian, art, etc. — with possible further
compilation of probabilistic and statistical model (the
frequency dictionary or frequency list) of that area of a
discourse which was chosen for the analysis.

However, it is believed that not all of the researchers
know how to apply quantitative and qualitative meth-
ods when forming both the semantic space, which is
necessary for modeling the semantics of a certain area
of knowledge, and the future frequency dictionary.

This article based on the example of the frequency
dictionary of the technical specialty “Acoustics
and Ultrasonic Technique” created by the authors
describes the sequence of steps which are carried out
to receive statistically reliable objects of the research.

Works on the basis of text corpora became espe-
cially widespread in the XXI century, and the most
various text units analyzed both in respect of a lexi-
cography, and corpus linguistics: terminology [1; 2;
3; 4; 5], stratification layers of specialties [6; 7], prin-
ciples of the statistical analysis [8; 9], etc. served as
objects for consideration.

Despite a significant amount of the works devoted
to the analysis of text objects, it is possible to note
that, unfortunately, they do not always contain statis-
tically verified information on text corpora, methods
of their formation and further use. So, the researcher
Ivina [3], representing a subject of the scientific
work, mentions only those concrete speech units
which were taken from the considered texts, but not
their statistical data. Or, despite a significant amount
of the works devoted to the analysis of text objects,
it is possible to note that, unfortunately, they do not
always contain statistically verified information on
text corpora, methods of their formation and further
use. So, the researcher Ivina [3], representing a sub-
ject of the scientific work, mentions only those con-
crete speech units which were taken from the consid-
ered texts, but not their statistical data. Or, though the
description of speech units is declared in the majority
of scientific research, they do not rely on the text cor-
pus created by the method of continuous sampling,
but on lexicographic sources torn off from the real
scientific speech, in which it is possible to observe
the various elements of the speech only [1; 2; 10].

Due to the above said, i its believed that the descrip-
tion of the corpus creation process of the chosen spe-
cialty “Acoustics and Ultrasonic Technique”, and
then — probabilistic-statistical model of this specialty
on the basis of both theoretical sources [11; 12; 13],

and experimental simulation, is relevant and timely,
and will be a useful example for researchers in the field
of corpus linguistics and a statistical lexicography.

So the goal of the given article is to describe in
detail the statistical methods and practical steps
in the course of the text corpus compilation of the
“Acoustics and Ultrasonic Technique” specialty and
as well as the further formation of its probabilistic-
statistical model.

The first task in distinguishing the text corpus is
to define the so-called semantic space of the chosen
subject area, in our case — “Acoustics and Ultrasonic
Technique” (AUSE) which models its (area) semantics.

It is clear that to statistically survey all texts of the
AUSE sublanguage does not seem possible. Therefore,
we were guided by some reduced description of sub-
language, i.e. its linguistic model constructed as some
statistical approximation to the real lexical and gram-
matical system of the AUSE specialty.

To create the semantic space of fields of knowl-
edge which belong to scientific (humanitarian or tech-
nical) discourse, is frequently a rather difficult pro-
cedure as researchers-linguists cannot be absolutely
professionally competent in many technical special-
ties. In this case, they should rely on the opinions of
experts and resort to a method of expert assessment
as well as use other sources of description.

In forming semantic space of the given area it has
been revealed that it breaks up to six subareas (sub-
themes) which were further stemmed as a result of
journal articles inspection, studying references and
poll of the experts who are engaged in studying of var-
ious aspects of acoustics and the ultrasonic technique.
During the investigating of journal articles a need to
present all sub-themes of this area, a per cent of word
tokens in this or that sub-theme in a total amount of
text set as well as the degree of importance of a sub-
theme within “Acoustics and Ultrasonic Technique”
science was considered. Sub-themes are presented in
a percentage correlation which they occupy in a total
amount of AUSE texts. They are five:

— Ultrasonic instruments and devices — 30%;

— Hydro acoustics —20%;

— Acoustic and ultrasonic signals and their pro-
cessing — 20%;

— Acoustic and ultrasonic measurements — 15%;

— Designing, and acoustic and ultrasonic equip-
ment technology — 10%;

— Noise and vibrations — 5%.

According to the content, nomenclature and frac-
tions which sub-themes occupy in semantic space,
first, the corresponding scientific journals, in which
the above-mentioned sub-themes are described, were
sorted out, second, the number of word tokens were
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strictly calculated to corresponded to each fraction in
the general list.

Figures, symbols, advertisement, popular scientific
articles were not included into the text corpus. To reflect
the current stage of development of AUSE, the corpus
was constructed on chronologically limited material, i.e.
it includes the texts limited to a 10-year interval. Texts
were taken from the magazines issued in the USA and
the UK: Journal of Acoustic Society of America, Journal
of the Audio Engineering Society, Applied Acoustics,
IEEE Transactions of Antennae and Propagation, The
Journal of the Society of America, etc.

Selection of texts is of very great importance in
compiling a frequency dictionary since the studied
corpus represents that model which reflects statistical
features of the sublanguage in the aspect of its lexical
and grammatical structure.

Although there are several approaches to text cor-
pus formation the complete scientific and technical
articles, irrespective of the text length in word tokens,
were used by the authors for the research only. It gave
the chance to receive more reliable data on the material
studied. Of course, our method of text selection is not
deprived of some shortcomings. In particular, in high-
and mid-frequencies areas of the future frequency list,
the lexical units, which are not of big importance for
this specialty, can be registered. However, these facts
do not distort statistical structure of the text.

Assessment of reliability of the future frequency
dictionary depends both on the qualitative, and quan-
titative characteristics which are considered when
forming the text corpus [11; 14]. The quantitative
characteristics provide for certain methods of text
selection, qualitative — the content of material of the
studied text set, i.e. their strict reference to the distin-
guished sub-themes in the semantic space.

The quantitative description of reliability of the
frequency dictionary also depends on the volume of
text corpus that complies with the earlier set criteria
of reliability of a future frequency dictionary. The
volume of our corpus is 200 thousand word tokens.
In the course of creating the frequency dictionary of
high percentage of covering the text corpus contents,
it must be kept in mind that the volume of corpus
depends on a language system and the discourse a text
is referred to. For analytical languages, by compiling
branch frequency dictionaries on the basis of scientific
and technical texts of the certain subjects, the corpus
volume in 200 thousand word tokens is considered to
be traditional and sufficient for covering the branch
literature texts for 97-99% [11; 14; 15].

The following stage is, actually, the use of the
created text corpus for various researches including
those where statistics are necessary.

As the modern linguistics requires application of
not only linguistic (contextual, distributive, gram-
matical, etc.) analysis methods, but also the exact
indication of quantitative indices at representation
of these or those facts of language, the mathemati-
cal approaches included in linguistic research is its
obligatory component.

First of all, in order to obtain the quantitative data,
it is necessary to create the frequency list (or if to
apply the term accepted in linguistic statistics — prob-
abilistic-statistical model of specialty) of all word
forms or word tokens which occur in texts. It is the
simplest probabilistic-statistical model of AUSE sub-
language lexis.

There are programs which arrange all word
tokens according to their frequencies (on frequency
decrease) or in an alphabetic order. The frequency
AUSE dictionary was created in the same way .

The frequency dictionary possesses the following
statistical characteristics: absolute frequency of the
use of this or that word token (F), relative frequency
(f) which is calculated by the simple ratio of length
of the corpus to the frequency of a word token and
which allows the researcher to use data of the diction-
ary for comparison with the data received, for exam-
ple, at analysis of the text corpus bigger (or smaller)
than 200 thousand word tokens. Besides, at each unit
of the dictionary, an absolute cumulative frequency
F*is specified as the sum of the presented frequency
F and all frequencies preceding it and also the cumu-
lative relative f* frequency equal to the sum of this f
and all previous relative frequencies.

The total amount of the frequency dictionary is up
to 5 648 different words. The experience of diction-
ary compilers demonstrates that a dictionary com-
prising approximately 2,000 lexical units is sufficient
to cover the contents of branch literature texts for
89% [16]. Conventionally, such part of the dictionary
is called the base dictionary. In our case, the word
tokens of the base dictionary cover all AUSE lexi-
con up to 86%. It shows that the base frequency list
contains the lexical units minimum, which is enough
for decoding the texts on acoustics and the ultrasonic
technique, and a reader has an opportunity to com-
pletely understand the contents of the text in AUSE.
In this case, it is possible to say that the frequency dic-
tionary compiled as a result of the statistical analysis,
represents certain probabilistic-statistical model of
specialty “Acoustics and the Ultrasonic Technique”.

The procedure of text corpus formation and then
on its base — probabilistic-statistical model of spe-
cialty “Acoustics and the Ultrasonic Technique”
described in the paper allows to draw the following
conclusions.
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The procedure of text corpus formation and then
on its base — probabilistic-statistical model of spe-
cialty “Acoustics and the Ultrasonic Technique”
described in the paper allows to draw the following
conclusions.

1. Consideration of this or that speech unit is pos-
sible only on the basis of real text corpus.

2. To create the text corpus, it is necessary to
form a so-called semantic space of specialty. For
AUSE specialty, the semantic space which contains
six sub-themes and which represents the main prob-
lems studied by this area of expertise was created.

3. According to a statement that the text corpus
has to be compiled with obligatory application of the
quantitative and qualitative methods which provide
the statistical reliability of both the corpus and future
probabilistic-statistical model of a certain specialty,
for text corpus creation of AUSE specialty the fol-
lowing methods were used: the texts which entered

the corpus cover the ten-year period; texts for the
corpus were selected strictly according to fractions
which sub-themes occupy in a total amount of word
tokens; the volume of the corpus was 200 thousand
word tokens that is sufficient for statistical reliability
of linguistic objects.

4. Statistical characteristics of the AUSE fre-
quency dictionary are the following. It contains
5,648 units which had the statistical parameters:
absolute frequency of usage, relative frequency of
usage; cumulative absolute and relative frequencies.

5. The value of covering the AUSE texts with the
basic dictionary units (the first 2,000 words) is up to
86% that gives the chance to virtually understand the
contents of any texts in AUSE.

In future, it is supposed to compile perhaps big-
ger number of text corpora that are various on their
scientific subjects in order to compare both statistical
and lexical data.
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