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INTRODUCTION 
When studying natural sciences it is often necessary to deal with such concept as vector 

size or it is simple – a vector. The nobility, what is it and ability to work with vectors (or it is 
possible to tell in a different way: to know bases of vector algebra) is the main condition of 
success in studying of any discipline where vector sizes meet. 

Without knowledge of vector algebra can't there be a speech about deep understanding 
of many sections of physics in general. Without this knowledge and it isn't necessary to speak 
about the correct solution of tasks.  

The vector algebra is the base on which all building of classical physics is built. After 
all the physicist I. Newton (namely it is a basis of all studied physical disciplines) on the being is 
vector!  

Knowledge of vector algebra is a key with which doors both in Mechanics, and in 
Electricity, both in Magnetism, and in any discipline where vector sizes appear open. 

 

1 VECTORS. LINEAR OPERATIONS ON VECTORS 

1.1 General provisions 
Determination 1. The length of a straight line is called the direction of the segment, or 

vector, if you specify which of its ends is considered the beginning of the segment, and what – 
the end. 

The vector with its origin at point A and ending at point B denoted AB. Often, the 
vector designated by a single letter (usually small Latin) a.

The length of the vector AB called his unit and designated |AB|. If the vector is 
indicated by a single letter, e.g., b, it is designated in the module |b|. 

 
Determination 2. Two vectors AB and CD in the same direction or the same direction 

(in opposite directions), if they lie on parallel lines and their end points B and D are in the same 
half-plane (different half-planes) formed by a straight line passing through the points A and C.

Vectors AB and CD (Fig. 1) in the same direction, and the vectors AB and MN in 
opposite directions. 

 

А

В

D

M

C

N

Fig. 1 
 

If the vectors AB and CD in the same direction, it is written AB ↑↑CD, and if the 
opposite  – AB↑↓CD.

Determination 3. Two vectors are said to be equal if they have the same length and the 
same direction. 
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Equality vectors written as AB = CD.
This definition of equality of vectors means, essentially, that the point of application of 

the vectors can be selected anywhere. In this sense, vectors, we will they do in the course of 
mathematics, called the free (in the course of mechanics, for example, along with the free study 
vectors and sliding vector). 

 
Determination 4. Vector lying on the same line or parallel lines, called collinear. 
Any two from three vectors, represented on a picture to 2 collinear each other. 
If the vectors AB and KL are collinear, it is recorded AB || KL.

Determination 5. If the beginning of the vector coincides with the end of it, then this is 
called the zero vector and is denoted O. Zero vector has no direction, |O| = 0.

Vectors lying in one plane or in parallel planes, called coplanar. 
 

1.2 The operations of vector addition and vector by a number multiplication 
 
Determination 6. Let a and b – two vectors. If an arbitrary point O to build the vector a1 is 

a, then by the end of this vector to construct a vector b1, equal to b (Fig. 2), the vector extending 
from the beginning of the a1 to end b1, and there is a + b (rule of the "triangle"). 

 

a + b

b1

a1

b

a

Fig. 2 
 

In the case of non-collinear vectors a and b in order to find their sum can be used in 
place of the rules of the triangle parallelogram rule: should be moved to the beginning of the 
vectors a and b in a common point O, to build on these vectors, both the adjacent sides of the 
parallelogram (Fig 3); Then the vector extending from the point O to the opposite vertex of the 
parallelogram is a + b.

a + b

b1

a1

b

a

Fig. 3 
 
It is important to understand that the constructed by the triangle rule or the rule of the 

parallelogram vector does not depend on the position of the point O, and the choice of the rules 
of addition.  

Recall properties of vectors addition. 
 

1.  a + b = b + a
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2.  (a + b) + c = a + (b + c)
3.  a + o = o + a = a

To construct the sum a1 + a2 + … + an most convenient to use the rule–circuit breaking, 
a generalization of rules representing a triangle: at the end of a1 should be accompanied by the 
vector a2, at the end of a2 – vector a3, etc.; then the vector extending from the beginning to the 
end of the a1 and an is the sum of a1 + a2 + … + an (Fig. 4) 
 

a + b + c + d

с

d

b

a

Fig. 4 
 

Determination 7. Given a vector a and the number of  λ. Product  λa is the vector b,
such that 

 
1. |b| = |λ| · |a|
2. b ↑↑a, if 0>λ ,

b ↑↓ a, if 0<λ ,
b = 0, if  0=λ .

Fig. 5 shows various cases of multiplication of vector by a number λ.

λ > 0

b = λa

a

λ < 0

b = λa

a

λ = 0

b = λa

a

Fig. 5 
 

Determination 8. Vector  – a called opposite a if 
 
1. |–a| = |a|
2. –a ↑↓ a

Easy to understand that the opposite vector   –a = (–1) · a.
Addition and multiplication by a number of vectors have the following properties: 
4.  λ(µa) = (λµ)a
5.  a +(–a) = 0
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6. (λ + µ)a = λa + µa
7.  λ(a + b) = λa + λb
8.  0 · a = a· 0 = 0

1.3 Subtraction of vectors is defined as the inverse operation to addition 
 
Determination 9. The difference of two vectors a and b (record a – b) is called a vector 

d, which when folded with the vector b, gives the vector a (Fig. 6) 
 

a – b a

– b 0 b

a – b

Fig. 6 
 

We see that a – b = a + (–1) · b.

2 DECOMPOSITION THEOREMS 
 

2.1 Let a ≠ 0, b – an arbitrary vector, then to a||b is necessary and sufficient that there 
exists a single number x, is b = xa









=∃⇔

∀≠
abba

boa
xx||

,

The set of all vectors collinear a, can be seen as a set of vectors that belong to the same 
straight line parallel to the vector a. We denote the set of vectors of the letter L1.

From the above theorem that to describe all direct vectors only one nonzero vector of 
this line. 

 
2.2 Consider two non-collinear vectors a and b. Part c – arbitrary vector, then to a triple 

of vectors a, b, c were coplanar if and only if there exists a unique pair of numbers (x, y) such 
that c =xa + yb









+=∃⇔

∀
baccb,a,

cba
yxxy)(complanar–

,||

The set of vectors each of which is coplanar with the vectors a and b are denoted by the 
letter L2. This set can be viewed as a set of vectors lying in a plane parallel to the vectors            
a and b.

It follows from the theorem that all vectors to describe the plane enough to have a pair 
of non-collinear vectors of the plane. 

2.3 The set of vectors of the entire space is denoted by the letter L3
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Suppose that a, b, c – triple of non-coplanar vectors space, then for any vector space d
there is only three numbers (х, y, z) such that d = xa + yb + zc, to describe all the vectors of 
three-dimensional space is enough to have some three non-coplanar vectors. 

3 THE LINEAR SPACE. LINEARLY DEPENDENT AND LINEARLY 
INDEPENDENT SYSTEM OF VECTORS 

 
3.1 Consider the set L of some elements, which will be called the elements of the linear 

space or vectors. The set L is called a linear space if the elements of this set defines two 
operations: addition and multiplication by a number satisfying the properties of addition and 
multiplication by a number of vectors (see section 1). 

 
3.2 Let there be a system of vectors system l1, l2,…,ln and as many numbers α1, α2,…, 

αn . Expression α1l1 + α2l2 +…+ αnln will be called a linear combination l1, l2,…,ln with coefficients 
α1, α2,…, αn .

Determination 10. System vectors l1, l2,…,ln called linearly independent if the linear 
combination is equal to O if and only if all of its coefficients is zero, i.e. when the relation  

 

0
1 0

2 =⇔=⋅∑ ∑
= =

n

i

n

i
iii αα Ol

Otherwise, the system of vectors is linearly dependent. 
 
3.3 Determination 11. l1, l2,…,ln оrdered system of vectors is called a basis of the 

linear space if the system itself is linearly independent and every vector space can be expressed 
uniquely as a linear combination of vectors of this system. Number n is the dimension of the 
linear space. Sets L1, L2, L3, reviewed in section 2, give us examples of linear spaces. 

In the linear space L2 (the plane) as a basis we can take any pair of non–collinear 
vectors belonging L2. The dimension of the space is equal to two. 

In the linear space L3 as a basis we can take any three non–coplanar vectors. The 
dimension of the space is equal to three. 

 

4 CARTESIAN COORDINATE SYSTEM IN THE PLANE AND IN SPACE 
4.1 On the plane we choose an orthonormal basis (basis vectors have unit length and are 

perpendicular). Let basis vectors i , j. Both basic vectors reduced to a common beginning (at O). 
Axis Ox select as directed parallel to the unit vector i, axis Oy – parallel to the unit vector j
(Fig. 7). 

 

j

i
rA

А

O

у

yA

хА x

Fig. 7 
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Each point A of the plane put under its radius – vector rA (vector connecting points O
and A). By the theorem of decomposition  rA = xAi + yAj, ie 

 
A↔ rA ↔ (xA, yA). 

 
The pair of numbers (xA, yA) is called the rectangular cartesian coordinates of the              

point A.

4.2 It is easy to see (Fig. 7), that  
 

rA = prOx rA + prOy rA = prOx rA · i + prOy rA· j ⇒ x = prOx rA, y = prOy rA,

ie point coordinates are projections of radius – vector of this point on the coordinate axes. 
 
4.3 Let the plane set arbitrary vector AB. Known coordinates of points A (xA, yA) and B (xB,

yA). It is evident  
 

AB = rB – rA = (xB – xA, yB – yA), 
 

that is to find the coordinates of AB requires the coordinates of the end of the vector (point B)
take the coordinates of the start vector (point A) (Fig. 8). 

 

rA
rB

А

В

O

у

х

Fig. 8  
 
Comment. Similarly introduced Cartesian coordinate system in space. 

 

5 THE SCALAR PRODUCT OF VECTORS AND ITS PROPERTIES 
 

Dot product of two vectors is a number equal to the product of the lengths of these 
vectors and the cosine of the angle between them. 

 
a·b = |a|·|b|·cos(a,b)

Properties 
1.  a·b = b·a
2.  c·(a+b)=c·a + c·b
3.  (c·a) ·b=c·(a·b)
4. If one of the two vectors a and b is equal to zero, then a·b = 0.
Let a or b nonzero vector, then a⊥ b⇔ a·b =0 
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6 SCALAR PRODUCT IN COORDINATE FORM 
 

Let orthonormal basis a = (ax, ay, az), b = (bx, by, bz), then  
 

a·b = ax·bx + ay·by + az·bz

7 CALCULATION OF THE LENGTH OF THE VECTOR COSINE OF THE 
ANGLE BETWEEN THE VECTORS AND THE PROJECTION OF THE AXLE 
BY MEANS OF THE SCALAR PRODUCT 

 
Let orthonormal basis a = (ax, ay, az), b = (bx, by, bz) then 

 

|a| = 222
zyx aaa ++  

cos(a,b) =
222222

zyxzyx

zzyyxx

bbbaaa

bababa

++⋅++

++
=

⋅
⋅

ba
ba ,

prba=
222

x

zyx

zzyyx

bbb

bababa

++

++
=⋅

b
ba

8 DETERMINANTS OF THE SECOND AND THIRD ORDER.  
PROPERTIES OF DETERMINANTS 

 

8.1 Given a square array of 4 numbers 








2221

1211

aa
aa

Number 12212211
2221

1211 aaaa
aa
aa

⋅−⋅= is the determinant of the second order. 

 

8.2 Given a square table of 9 numbers 
















333231

232221

131211

aaa
aaa
aaa

Number  

331221112332132231312312133221332211

333231

232221

131211

aaaaaaaaaaaaaaaaaa
aaa
aaa
aaa

−−−++=

is the determinant of the third order. 
The determinant of the third order can be calculated according to the following rule is 

easy to remember. It is necessary to write a matrix of five columns. 
 

















3231333231

2221232221

1211131211

aaaaa
aaaaa
aaaaa
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Consider the work elements on the diagonals of the arrows. We products of the elements 
indicated by arrows extending from the bottom up, change the sign and put all six works. 

 
8.3 Properties of determinants. 
1.The value of the determinant does not change if all lines replace columns, and each 

row replace the column with the same number. 
2.  Swapping two columns (two lines) of the determinant is equivalent to multiplying it 

by –1. 
Corollary. If determinant has two identical rows (columns), it is equal to zero. 
3. Multiplying all the elements of one column (row) of the determinant on any number 

k is equivalent to multiplying the determinant on the number k.
Consequences: 

If all elements of a column (line) of the determinant zero, the determinant is zero. 
If the corresponding elements of two rows (columns) of the determinant are 
proportional, then the determinant is zero. 

4. If each element of a row (or column) is the sum of two terms, the determinant can be 
presented as a sum of two determinants, one of which is on this line (column) is first of said 
terms, and the other – second; elements at other places, all three determinants of the same. 
For example, 
 

333231

232221

131211

333231

232221

131211

33323131

23222121

13121111

aaa
aaa
aaa

aaa
aaa
aaa

aaaa
aaaa
aaaa

′′
′′
′′

+
′
′
′

=
′′+′
′′+′
′′+′

5. If the elements of a row (column) to add the corresponding elements of another row 
(or column) multiplied by any other common factor, the value of the determinant does not 
change. 

6. Minor (Mij) element (aij) is called the determinant of the determinant obtained from 
this by deleting the line with the number i and number j of the column, which is located at the 
intersection of this element. 

 

3331

1311
22

333231

232221

131211

,
aa
aa

M
aaa
aaa
aaa

=

The cofactor (Aij) element (aij) is equal to the determinant of the minor elements, taken 
with a certain mark 

 
Aij = (–1)i+jMij 

The determinant is the sum of products of the elements of any row (column) by their 
cofactors addition, for example, 
 

232322222121

333231

232221

131211

AaAaAa
aaa
aaa
aaa

⋅+⋅+⋅=
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9 VECTOR PRODUCT AND ITS PROPERTIES 
 

9.1 Suppose we are given two vectors a and b. The vector product a×b vector a to 
vector  b called third vector c, defined by the following conditions: 

 
1.|c| = |a×b| = |a|·|b|·sin(a,b) = S  
2. c⊥ a, c⊥ b

and triple vectors a, b, c taken in the written procedure, a triple orientation, ie, from the end of 
the third vector c shortest, turn on the first vector a to the second b seen counterclockwise (it is 
assumed that all three vectors are given to the common top) (Fig. 9). 

 

b

D
a

А

В

С

c = a × b

х

Fig. 9 
 

In the definition of the vector product S  area of the parallelogram ABCD  constructed 
on the vectors a and b (Fig. 12) 

 
9.2 Properties: 
1. (condition of collinearity)  a||b ⇔ a × b = 0
2.  a × b = – b × a
3.  (λa) × b = λ(a × b)
4.  c × (a + b) = c × a + c × b
5. In applications for the area of a triangle formed by the vectors a and b, using the 

formula 
 

∆S = ba×
2
1

10 VECTOR PRODUCT IN COORDINATE FORM 
 

If the vectors a and b are given in the right coordinate system (i, j, k basis vectors have 
the right orientation) its coordinates: a = (ax, ay, az), b = (bx, by, bz), the vector product a × b is 
determined by the formula 

 

a × b =

zyx

zyx

bbb
aaa
kji

= A11i + A12j +A13k
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11 MIXED PRODUCT OF THREE VECTORS AND ITS PROPERTIES 
 

11.1 Let three vectors a, b, c. Mixed product of three vectors a, b, c (recorded abc) call 
number which is equal to the vector product a × b, multiplied by the vector c , ie. 
 

abc =(a × b) · c. 
 
11.2 Properties: 
 
1. (condition of coplanarity) a, b, c – coplanar  0=⇔ abc ,
2. Let a, b, c – triple of non-coplanar vectors, then (Fig. 10) 
 

abc =



− norientatioleft  ahaveyou  ,,if,

norientatioright  thehaveyou  ,,if,B

cba
cba

BV
V

b

D
a

А

В

С

c
D1

А1

В1

С1

Fig. 10 
 

In formula VB – the volume of the box, ABCDA1B1C1D1 constructed on the vectors a, b
and c.

12 THE MIXED PRODUCT IN COORDINATE FORM 
 

If vectors a, b, c set in the right frame of reference for its coordinates:    
a = (ax, ay, az), b = (bx, by, bz), c = (cx, cy, cz) the mixed product abc is given by 

 

zyx

zyx

zyx

ccc
bbb
aaa

=abc .
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13 EXAMPLES OF PROBLEM SOLVING BY VECTOR ALGEBRA 
 

13.1 Calculate the determinant 
 

65
02

−

12012)5(062
65
02

=−=−⋅−⋅=
−

13.2 Solve the inequality 
 

0
2

51
<

+
x

x

,10)5(2
2

51
−−=+−=

+
xxx

x
x

010 <−− x
10−>x

( )∞−∈ ,10x

13.3 Solve the equation 
 

0
cos1

1sin4
=

x
x

1)2sin(21cossin4
cos1

1sin4
−=−⋅= xxx

x
x

,

2
12sin =x ,

Zkknx k ∈+−= ,
2
1arcsin)1(2 π

( ) Zkkx k ∈−+= ,
6

12 ππ

( ) K,1,0,
12

1
2

==−+= kkx k ππ

13.4 Calculate the determinant 
213

237
142

−

−

( ) ( ) ( ) ( )

66456924712

212247133324117232
213

237
142

=−+++−−=

=⋅⋅−−⋅⋅−−⋅⋅−⋅⋅+−⋅⋅+−⋅⋅=
−

−
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13.5 Calculate the determinant 
1010
1631
502

−
,

laying it on the elements of the first column 
 

( ) ( ) ( )

( )( ) ( ) ( )( ) 87592514620151001111610312

163
50

10
101
50

11
101
163

12
1010
1631
502

312111

=−=⋅−⋅=+−⋅−⋅⋅−⋅+−⋅−⋅⋅=

=−⋅+
−

−⋅+
−

−=
−

+++

Let's calculate the determinant, expanding it on the elements of, for example, the third 
row. 

 

( ) ( ) ( ) ( )

( ) ( ) ( ) ( ) 87602706110532110

31
02

110
161
52

11
163
50

10
1010
1631
502

332313

=+=−⋅+−⋅−⋅−⋅=

=−⋅+−⋅−+−=
−

+++

We see that the result is the same 
 

13.6 Calculate the determinant 
637
421
235

− after converting it. 

Let us add to the elements of the first row of the corresponding elements of the second 
row, multiplied by 5, and the elements of the third row – the relevant elements of the second row 
multiplied by 7 (under these transformations are not the determinant value changes) 
 

34170
421
22130

637
421
235

−=−

Section now receiving the last qualifier on the elements of the first column, we obtain 
 

6822173413
42
2213

0
3417
2213

)1(
3417
42

0
34170
421

22130
=⋅−⋅=+−−=−

13.7 Calculate the length of the vector ( )1,1,2 −=a and its direction cosines 
 

( ) ;6112 222 =+−+=a

6
1cos;

6
1cos;

6
2 =−== γβαños  
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13.8 Given to |a| = 11, |b| = 23 and |a–b| = 30. Determine the |a + b|. 
Let's vectors a and b, bringing them to the overall top. Then, vectors a – b and a + b are 

constructed diagonals of the parallelogram (Fig. 11). Our problem is reduced to the problem of 
elementary geometry: the two sides and one diagonal of the parallelogram to find the second 
diagonal. 

 

a + b
a – b

b

a

Fig. 11 
 

Knowing that the sum of the squares of the sides of a parallelogram is equal to the sum 
of the squares of the diagonals, we get 

 
|a + b|2 = 2|a|2 + 2|b|2 – |a – b|2=2·112 + 2·232 – 302 = 400 

 
that is |a + b| = 20

13.9 Given two vector a = (3; –2; 6) and b = (–2; 1; 0)  
1) a+b ; 2) a–b ; 3) 2a ; 4) 2a+3b

1) a + b =(3 + (–2); –2 + 1; 6 + 0). 
2) a – b =(3 – (–2); –2 –1; 6 – 0), a – b = (5; –3; 6).  
3) 2a = (3·2; –2·2; 6·2),  2a = (6; –4; 12).  
4) 3b = (–6; 3; 0),  2a + 3b = (6 + (–6) ; –4 + 3; 12 + 0),  2a+3b =(0; –1; 12). 

 
13.10 Find unit vector a = (6; –2; –3).  
As the unit vector a vector is a new vector a0 directed in the same way as vector a, with 

a length equal to unity, then  

a0 = a
a
⋅

1 or   a0 = 










aaa
zyx aaa ,,

Calculating |a| = 79436 =++
We get the solution 







 −−=

7
3;

7
2;

7
60a

13.11 Given two vector ( ) ( )2;3;6,4;2;4 −=−−= ba
Calculate: 
1) a·b; 2) (2a – 3b)·(a + 2b)

1) a·b = 4·6 + (–2)·(–3) + (–4)·2 = 24 + 6 – 8 = 22 
2) 2a = (8; –4; –8)   

 3b = (18; –9; 6)  
 2b = (12; –6; 4)  
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2a – 3b = (–10; 5; –14)  
 a + 2b=(16; –8; 0)  

Then 
 

(2a – 3b) ·(a + 2b) = (–10) ·16+5· (–8) + (–14)·0= –160 – 40 = –200. 
 

13.12 Calculate what kind of work force produces F = (3; –5; 2), when its point of 
application is moved from the beginning to the end of the vector  
S = (2; –5; –7)  

If the vector F is a force whose point of application moves from the start to the end of 
the vector S, the work A of this force is determined by the equation  A = F · S.

So: 
 

A = 3·2 + (–5) · (–5) + 2· (–7) = 6 + 25 – 14 = 17 
 

13.13 Determine at what value α vectors a = αi – 3j + 2k and b = i + 2j – αk are 
mutually perpendicular. 

 Since a·b = 0 if and only if  a⊥ b then 
 

α·1 + (–3) ·2 + 2· (–α) = 0
–6 –α = 0
α = –6

13.14 Given point A(–2; 3; –4), B(3; 2; 5), C(1; –1; 2) and D(3; 2; –4). Calculate 
prCD·AB. 

 

prCD·AB =
CD

CDAB ⋅

We find AB = (5; –1; 9), CD = (2; 3; –6).  

Then prCD·AB =
7
47–

)6(–32
)6(–93)1(–25

222
=

++
⋅+⋅+⋅

13.15 Backgrounds a and b form an angle φ = π
3
2 . Knowing that |a| = 1 and |b| = 2, 

calculate |(2a + b)×(a + 2b)|.  
 
Using the properties of the vector product, we obtain 
 

(2a + b)×(a + 2b)=2a×a + 2a×2b + b×a + b×2b=2(a×a) + 4(a×b) +
b×a + 2(b×b) = 2·0 + 4(a×b) + b×a + 2·0=4(a×b) – (a×b) = 3(a×b)

It remains to find the length of the resulting vector 

|(2a + b)×(a + 2b)| = |3(a×b)| = 3|(a×b)| = 3·|a|·|b|·sin(a;b) = 3·1·2· sin π
3
2 = 6·

2
3 = 3 3

13.16 Force P = (2; –4; 5) is applied to the point M0(4; –2; 3). Determine the moment of 
this force about point A(3; 2; –1).  

If the vector P is a force applied to any point M, a is a vector from a point O to point M,
then vektor a×P a torque P relative to point O.
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we have P = (2; –4; 5) and a = AM0 = (1; –4; 4)  
 

AM0×p = kjikji
kji

434–
4–2
4–1

2
41

–
54–
44–

54–2
44–1 ++=+=

13.17 Vectors AB and CD determine the coordinates of its ends: 
A(2; 4; 5), B(–1; –3; –2), C(4; 1; 7), D(–2; 3; 10). Find the area of the parallelogram constructed 
on the vectors AB and CD.

We find first of all, the coordinates of the vectors AB and CD:

AB = (–1 –2; –3 – 4; –2 – 5) = (–3; –7; –7), 
CD = (–2 – 4; 3 – 1; 10 – 7) = (–6; 2; 3). 

 
Next, we find the vector product  AB and CD according to the formula: 
 

AB×CD =
326–
7–7–3–

kji
= –7i + 51j – 48k

It remains to find the length of the vector AB×CD length of the vector by the formula 
 

| AB×CD |= 4954)48(–51)7(– 222 =++

13.18 Calculate the sine of the angle formed by the vectors a = (2; –2; 1) and b = (2; 3; 6)  
We find the vector product a and b:

a×b = 
632
12–2
kji

= –15i – 10j + 10k.

Then 42510)10(–)5(– 222 =++=× ba and since 
 

7632,31)2(–2 22222 =++==++= ba .

Then 
 

sin(a,b) =
21
175

21
425 ==

⋅
×

ba
ba

.

13.19 Determine whether the vectors are coplanar a, b, c.
a = (2; 3; –1), b = (1; –1; 3), c = (1; 9; –11).  

Three vector coplanar if and only if their mixed product is zero. We find mixed product 
of these vectors: 
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abc = 03354–1–99–22
11–91
31–1
1–32

=++= .

This means that these vectors are coplanar. 
 

13.20 Given the coordinates of the vertices of the pyramid A1(5; 1; –4), A2(1; 2; –1), 
A3(3; 3; –4) and A4(2; 2; 2). Determine its volume 
Consider three vectors: A1A2, A1A3, A1A4. The volume of the pyramid, built on these vectors is 
equal to one-sixth of the module mixed product of these vectors. Calculating A1A2 = (–4; 1; 3), 
A1A3 = (–2; 2; 0), A1A4 = (–3; 1; 6),   obtain 
 

V = 424–
6
1

613–
022–
314–

=⋅=
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