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ABSTRACT

Brain tumor is a relatively severe human disease type. Its timely diagnosis and tumor type definition are an actual task in
modern medicine. Lately, the segmentation methods on 3D brain images (like computer and magnetic resonance tomography) are
used for definition of a certain tumor type. Nevertheless, the segmentation is usually conducted manually, which requires a lot of
time and depends on the experience of a doctor. This paper looks at the possibility of creating a method for the automatic
segmentation of images. As a training sample, the medical database of MRI brain tomography with three tumor types (meningioma,
glioma, and pituitary tumor) was taken. Taking into account the different slices, the base had: 708 examples of meningioma, 1426
examples of glioma, and 930 examples of pituitary tumor. The database authors marked the regions of interest on each image, which
were used as a tutor (supervised learning) for automatic segmentation model. Before model creation, currently existing popular
automatic segmentation models were analyzed. U-Net deep convolution neural network architecture was used as the most suitable
one. As the result of its use, the model was obtained, which can segment the image correctly in seventy four percent of six hundred
images (testing sample). After obtaining the automatic segmentation model, the Random Forest models for three “One versus All”
tasks and one multiclass task were created for brain tumor classification. The total sample was divided into training (70 %), testing
(20 %), and examining (10 %) ones before creating the models. The accuracy of the models in the examining sample varies from 84
to 94 percent. For model classification creation, the texture features were used, obtained by texture analysis method, and created by
the co-authors of the Department of Biomedical Cybernetics in the task of liver ultrasound image classification. They were compared
with well-known Haralick texture features. The comparison showed that the best way to achieve an accurate classification model is to
combine all the features into one stack.
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INTRODUCTION. FORMULATION OF
THE PROBLEM

Nowadays, 3D images, which are taken with
the help of structural visualization methods i.e.
computer tomography (CT) and magnetic resonance
imaging (MRI), are widely used for anatomical
abnormalities in clinical practice [1]. These images,
if processed correctly and clear processed, give
detailed and structured information about pathology
or tumor anatomy and can be used for diagnostics
and therapy.

There are different methods for tumor size
measurement [2]. Manual method depends on
human experience and contextual knowledge and
can be time consuming and subjective. In
comparison, (semi) automatic methods are designed

Modern methods from different image
segmentation paradigms (by threshold value,graph-
based, region-based, statistic modeling, contour-
based, gradient-based, etc.) are adapted and tested
for complicated task solving of volume
determination. The absence of comparative analysis
data leads to the situation, when each method was
evaluated on different data and compared only to a
limited number of others, hence there was no
consensus about the most perspective 3D image
segmentation methods [3]. Respectively, there are
systems only for image segmentation with
mathematical method with further image manual
processing at the moment.

Thus, the task of determining the most effective
method of automatic segmentation is becoming
relevant, which will be used to create automatic

for more reliable and quick volume segmentation.

© Karliuk A. V., Nastenko le. A., Nosovets O. K.,
Babenko V. O., 2020

systems for recognizing and identifying tumor types
from MRI or CT images. It is also very important to
get valuable information from segmented images,
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which will allow determining the tumor type with
high precision.

ANALYSIS OF THE LATEST RESEARCH
AND PUBLICATIONS

Despite the wide use of MRI, structural
visualization is not ideal for pathology identification,
where the cell activity is more important than
anatomical features [4]. The necessity of functional
characteristics leads to the development of positron
emission tomography scanners (PET), which can
provide molecular information about the biology of
many diseases. In a combination with MRI, the use
of functional and structural information gives the
possibility to classify the disease more precisely.
This way, MRI-PET imaging (not just MRI) is used
in modern medicine.

In order to select necessary volume objects, the
so-called segmentation is used, which solves the task
of recognition [5] (definition process about object
location and its difference from other objects on the
image) and differentiation [6] (definition of object
area dimensional length on the image). It should be
taken into account that since doctors perform manual
segmentation in 2D images [7] (which are slices of
the original 3D images) when solving the task of
automatic segmentation of volumetric objects it is
reduced to segmentation of several slices in 2D [8],
after which the results on all slices of a particular
patient determine the volume.

The task of automatic segmentation of medical
images is currently one of the most common in Deep
Learning. There are different approaches to solving
such tasks. One of them is determining the threshold
for segmentation. This approach was successfully
applied in work [9]. It is simple and intuitive and
makes it possible to turn grey tone images into
binary images, defining all pixels larger than a
certain value as the foreground and all others as the
background. The probability of grayscale gradation
is usually used to determine thresholds by
constructing a histogram of the image. There is also
a stochastic approach, which uses the differences
between absorption areas and the background.

Among the different methods of this approach,
it can be distinguished:

e Fuzzy Locally Adaptive Bayseian (FLAB)
segmentation, based on Bayesian statistics [10].

o Classification methods, which divide the
space of features receiving from an image using data
with known labels [11] (usually using k-nearest
neighbors (KNN) [12], support vector machine
(SVM) [13], etc.

o Clustering methods that aim to collect
subjects with similar properties, using spatial
information but without training data [14] (quite
well-known methods are Fuzzy c-means [15] and
spectral clustering [16]).

It is also worth mentioning the region-based
segmentation methods that were successfully applied
in works [17-18], as well as border-based methods
[19-21]. However, despite the rather clear principle
of these methods and their successful application in
specific tasks, in general, the best solution for
automatic segmentation of medical images is
considered to be the use of neural network
convolution [22]. At present, the most effective
architecture for a deep convolution neural network
of automatic segmentation is U-Net [23] (Fig. 1). It
is already considered one of the standards in such
tasks and is used not only to define the class of a
complete image but also to segment its areas class
by class, thus creating a mask that will divide
images into several classes.

The U-net network was learned with end-to-end
method on a small image set and becomes more
successful, than the previous best segmentation
method (convolution neural network with shiftable
window) in the competition on neural network
segmentation in submicroscopic stacks (link:
https://biomedicalimaging.org/2015/program/isbi-
challenges/). U-Net architecture network works
relatively fast and 512x512 image segmentation
takes less than a second when a modern graphic
processor is used [24].

The characteristics of the U-net:

1. Achieving high results in various real-world
tasks, especially for biomedical ones.

2. Using small amounts of data to achieve good
results.

The network architecture (Fig. 1) consists of a
narrowing block (left) and an expansion path (right).
The narrowing block is a typical architecture of a
convolution neural network. It consists of reapplying
two 3x3 bundles, followed by ReL U activation and
MaxPooling (2x2) to reduce expansion.

As for automatic segmentation systems, there
are not so many of them in the world now. More
recently, an automatic TongueNet system was
created based on the U-Net neural network [25],
which was created for automatic tongue
segmentation. Also, a system for the segmentation of
breast masses in breast digital tomosynthesis images
was made based on the same U-Net [26].
Unfortunately, at the moment there are no systems
for automatic segmentation in Ukraine, and doctors
do the segmentation manually.
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Fig. 1. U-Net architecture
Source: [23]

RESEARCH OBJECTIVE

This study aims to create a deep convolution
neural network for automatic segmentation of brain
MRI images.

The best at the moment U-Net architecture will
be used. For this study, 3064 brain MRI images of
512x512 pixels were taken, with a contrast of three
types of neoplasms:

1. Meningioma — the tumor that grows from the
cells of the spider web of the brain, namely the
arachnoid endothelium.

b

2. Glioma — the tumor that is part of a
heterogeneous group and has neuro-ectodermal
origins (this tumor is the most common among
primary brain tumors).

3. pituitary tumor — the abnormal neoplasm that
develops in the pituitary gland.

The data was taken from the following link:
https://figshare.com/articles/brain_tumor_dataset/1
512427 [27-28]. Examples of MRI images with
three types of neoplasm are shown in Fig. 2.

Fig. 2. Example of MRI images of:
a—meningioma; b — glioma; ¢ — pituitary tumor
Source: https://figshare.com/articles/brain_tumor_dataset/1512427
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For each patient, several slices were taken from
the original three-dimensional image to create a
larger clinical base, resulting in a base that consists
of: 708 examples of meningioma, 1426 examples of
glioma, and 930 examples of pituitary tumor.

The database authors [27-28] made manual
image segmentation in order to select the region of
interest (ROI) for all images. The example of ROI
selection is shown in Fig. 3.

ROI is shown as a binary mask, which includes
only pixels of white color, while the rest of image
area is in black pixels. They were used for automatic
segmentation model supervised learning.

Once the automatic segmentation model has
been obtained, an equally important task is to build
an MRI classification model of images based on the

obtained segregated images. To obtain valuable
information about images, the classification will be
based on texture features proposed by colleagues
from the Department of Biomedical Cybernetics at
the Igor Sikorsky KPI [29-30].

TRAINING OF THE MODEL FOR
AUTOMATIC SEGMENTATION

Automatic segmentation model was learned on
Nvidia GTX 1050Ti 4 GB graphic processor. The
total time, spent on the model learning, was 6 hours
and 49 minutes. The initial learning rate was le-3
and it decreases step by step for 85 % on the plateau,
and afterward, the final learning rate was 2.7249e-4
at the end of 100 epochs. In Fig. 4, the learning rate
change is shown accordingly to each epoch.

Fig. 3. Example of manual segmentation of MRI image
Source: https://figshare.com/articles/brain_tumor_dataset/1512427

Learning rate

50 60 70 80 90 100
Epochs

Fig. 4. Learning rate changing by epochs

Source: compiled by the author
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In Fig. 5, error variation (loss function) of
predicted segmentation in comparison to the marked
ROI is shown.

As the result, the mean accuracy of 0.745 is
obtained (to the “Dice Score” or F1-score measure,
meaning harmonic mean between accuracy and

comprehensiveness). The model was evaluated on
testing data set of 600 images. In order to visualize
the obtained results, the byte masks, obtained by
manual segmentation, and the ones, predicted by the
model, were compared. The difference between
them is shown in Fig. 6.

Loss Function Over Epoch

=

=
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o 20 40

&0 80 100
Epochs

Fig. 5. Loss Function by epochs

Source: compiled by the author

Name: 631.png Dice Score: 0.97216

Original Mask

Original Segment

Constructed Mask

Constructed Segment

Mask Difference

Original Image

Fig. 6. Comparison of segmentations:

a - original byte mask; b — byte mask given by model; ¢ — the difference between two masks
Source: compiled by the author
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MRI IMAGES CLASSIFICATION

To build models, which classify MRI images,
the texture features were taken, proposed by other
authors from the Department of Biomedical
Cybernetics, National Technical University of
Ukraine “Igor Sikorsky Kyiv Polytechnic Institute”
[29-30]. They were invented in the context of liver
ultrasound image classification task. Nevertheless,
since the features were intended for image texture
analysis, there should be no principal difference
about the type of images these features are used for.
This way, in the case of successful feature use for
this task, it is possible to make a conclusion that
invented features by the authors are universal and
can be widely used for any medical images.

Used features can be divided into the following
groups:

1. Patented features, based on grey level co-
occurrence matrix (GLCM): xi — frequency rate
stability range in the region of low-intensity

greyscale combinations; X — neighbor pixels
greyscale combination incidence, which
distinguishes the liver images in norma and

pathology in the best way; xs — maximum greyscale
value to the level of significance.

2. The features, obtained with the help of spatial
sweep (works on the principle of group method of
data handling).

3. Statistical features obtained from images on a
single scale. To bring the images to a single scale,

the authors [30] invented horizontal and vertical
differentiation matrices. However, these matrices
were used for ROI, which are presented as
rectangular matrices. Since the ROI that are
distinguished by the automatic segmentation model
are presented in the form of a certain curvilinear
Figure (Fig. 7), these matrices are not exactly
suitable and need to be modified.

Since grayscale pixels in this area are recorded
in a one-dimensional array to obtain information on
ROI, the differentiation version shown in Fig. 8 can
be used. 4. Ensembles of grayscale pairs, which best
differentiate brain tumors in images on a single scale
by differentiation (Fig. 8). Differential GLCMs were
constructed separately for each task “One against
All”,

The task “One wversus AIllI” implies that
classification models will be built for different types
of tumors (“Meningioma versus All”, “Glioma
versus All” and “Pituitary tumor versus All”), i.e.
the task of multiclass classification is reduced to
three binary classification tasks.

As a result of the construction of difference
GLCMs and the use of a genetic algorithm, the
following optimal (after criterion (1) of correlation
feature selection; since grayscale pairs have a
quantitative frequency characteristic, the Spearman
correlation was used) ensembles of grayscale pairs
were obtained (Table 1).

Fig. 7. Selection of the area of greyscale pixels by byte mask
Source: compiled by the author

Initial greyscale array

Array after differentiation

Difference array
without negative values

153755 56/61/67 67 65— 2 1 5 6 0

22—l 437 8]20

Fig. 8. Array differentiation

Source: compiled by the author
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Table 1. Optimal ensembles of greyscale pairs

Classification Ensemble of Avergg_e
. recognition
task greyscale pairs
accuracy
[(27, 25); (32, 34);
Meningioma (37, 38)1 (46, 48)1 71.3 %
versus all (69, 69); (69, 70);
(70, 68)]
[(42, 43); (74, 71);
Glioma versus (76, 73); (80, 76);
all (80, 77): (86,83): | ©°L7%
(91, 92); (96, 93)]
[(76, 81); (77, 82);
(81, 85); (87, 82);
. (87, 91); (104, 102);
P“:';f;g;:ﬂ“or (106, 103); (106, 69.4 %
107); (106, 109);
(108, 104); (109,
108)]

Source: compiled by the author

The values for the last column were obtained as
follows: for each grayscale pair, thresholds were
found in the ensemble, which are best divided into
norms and pathology, and then the recognition
accuracy was calculated

kr,

S = p—
© k-,

)

where: 1.

« — the average value of correlation

modules of all grayscale pairs with a dependent
variable (class of object); r4 — the average value of

correlation modules of all grayscale pairs among
themselves; k — number of grayscale pairs in the
ensemble.

Having created a common feature stack, they
were used to obtain three classification models in
“One versus All” task. The classification was done
with the help of Random Forest algorithm. Before
classification, the total sample was divided into:
training (70 %), testing (20 %), and examining (10
%) ones. Each model was evaluated by accuracy

values, positive (share of correctly predicted first
class objects) and negative (share of correctly
predicted second class objects) predictive values.
The results are shown in Table 2.

As well as the random forest can solve the
multiple class classification task, the model was
created, which defines each of the three tumor types
separately as a class. The results are shown in
Table 3.

By comparing the positive and negative
predictive values on the examining sample obtained
by the “One versus All” models and the model for
the multiclass problem, it can be concluded that the
Random Forest is more advantageous to use for
obtaining individual “One versus All” models than
for the multiclass problem.

In order to understand the effectiveness of the
features suggested by colleagues, a comparison was
made between them and such well-known texture
features as Haralick's [31]. These features are
calculated from GLCM. Haralick proposed only 14
features, each of which is described in Fig. 9.

New Random Forest models were built based
on these features. Their evaluation is shown in
Table 4.

By comparing the results, we can see that the
Random Forest, built on the features of our
colleagues, gives better results in the examining
sample. However, if we compare the results obtained
in the testing sample, the results are not so
unequivocal. This pushed us to combine all the
features (both suggested by our colleagues and
Halarick’s) into one common stack. In this way, the
Goethe quote was implemented: “Divide and
conquer” is a strong statement, but “Unite and
lead” is wiser ©. By building Random Forest on this
stack, the best results were achieved, as described in
Table 5.

A comparative bar chart (Fig. 10) was
constructed to show the differences in the models
obtained from various groups of features. Evaluation
values were taken from examining sample.

Fig. 10 clearly shows that by combining all the
texture features, the best MRI classification results
can be achieved.

Table 2. Evaluation of resulted Random Forests

Task Training sample (70%) | Testing sample (20 %) |Examining sample (10 %)
Accuracy | PPV | NPV | Accuracy | PPV | NPV | Accuracy | PPV | NPV
Meningioma versus all | 100 % 1 1 88.6% |0942| 0.7 92.2% |0.983|0.718
Glioma versus all 100 % 1 1 93.8% [0.938|0922| 93.8% |0.993]|0.874
Pituitary tumor versus alll 100 % 1 1 86.3% | 092 | 0.84 84 % 0.902 | 0.699
Source: compiled by the author
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Table 3. Evaluation of multiclass Random Forest

PPV NPV
rd rd
Sample | Accuracy 1%t class 2 class | 5., Class 1%t class 2 class | S class
(meningioma) | (glioma) (pituitary (meningioma) | (glioma) (pituitary
tumor) tumor)
Training 0
(70 %) 100 % 1 1 1 1 1 1
Testing 0
(20 %) 85 % 0.946 0.944 0.887 0.743 0.922 0.821
Examining 0
(10 %) 85.7 % 0.936 0.945 0.907 0.803 0.923
Source: compiled by the author
Angular Second Moment ¥ ¥, (i, 7)
Contrast Z:rial ﬂz{zgl Zfzglp(’*‘;:j)}: i—jl=n
GDl'TelatiDII Z;‘ Zj(ij)p(i‘j.]_#x#v
o where p, , py , 0z , and o,
are the means and std. deviations
of p, and p, , the partial probability
density functions
Sum of Squares: Variance > X5 — p)?p(i, )
Inverse Difference Moment DD o2 OF )
Sum Average S ia (i)
where z and y are the coordinates (row and
column) of an entry in the co-occurrence matrix,
and p,,,(i) is the probability of co-occurrence
matrix coordinates summing to z + y
Sum Variance S22 (6 — fs)2Pata(s)
Sum Entropy - Zasz Pe4y(i) log{pz4u(2)} = fs
Entropy -2 ij(iij)gog(p(iij})
Difference Variance e i%p,_y (1)
Difference Entropy — i pay (3) log{pa—y (i)}
Info. Measure of Correlation 1 | 232000
Info. Measure of Correlation 2 | (1 — exp[-2(HXY2 — HXY)])2
Where HXY = - Zi Z;P(’h}) 10g(p(1’1 J)} 7 HX b
HY are the entropies of p; and p, , HXY1 =
-2 Zj P(@ 3) logl{Pr @)Pg (3)}HXY2 =
— i X5 P2 (i)py(5) Log{p= (1) py (7) }
Max. Correlation Coeff. Square root of the second largest eigenvalue of
where Q(i, §) = X 553255
Fig. 9. Haralick texture features
Source: http://murphylab.web.cmu.edu/publications/boland/boland_node26.html
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Table 4. Evaluation of resulted Random Forests based on Haralick texture features

Training sample Testing sample Examining sample
Task (70 %) (20 %) (10 %)
Accuracy | PPV | NPV | Accuracy | PPV | NPV | Accuracy | PPV | NPV
Meningioma versus all 100 % 1 1 90.1% | 0.957|0.714| 89.9% | 0.953|0.718
Glioma versus all 100 % 1 1 944% | 0978|0904 | 915% | 0.963| 0.86
Pituitary MIOTVESUS 1009 | 1| 1| 862% | 0939 | 0.865| 824% |0.907 | 0634

Source: compiled by the author

Table 5. Evaluation of resulted Random Forests based on all texture features

Training sample Testing sample Examining sample
Task (70 %0) (20 %0) (10 %)
Accuracy | PPV | NPV | Accuracy | PPV | NPV | Accuracy | PPV | NPV
Meningioma versus all 100 % 1 1 90.6 % 0.97 | 0.693 | 925% 0.97 | 0.775
Glioma versus all 100 % 1 1 93.4% | 0969 |0.894| 94.8% | 0.994|0.895
PIUTAry TOMOTVEISUS | 10096 | 1 | 1 | 852% | 091 [0717| 86% |0.916 | 0.731
Source: compiled by the author
Pituitary tumor versus all
©
3 Glioma versus all
=
Meningioma versus all
76% 78% 80% 82% 84% 86% 88% 90% 92% 94% 96%
Accuracy value
All features  mHalarick feeatures = Proposed features
Fig. 10. Comparative bar chart
Source: compiled by the author
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CONCLUSION

As a result of this work, a model of automatic
brain MRI segmentation using the architecture of the
U-Net deep convolution neural network was trained.
The obtained model on a testing sample of 600
images to 745 % reproduce the manual
segmentation of images.

After obtaining the model, the texture features
proposed by colleagues from the Department of
Biomedical Cybernetics were calculated on the
segmented images. They were used to obtain three
models of “One versus All” classification and one
model of a multiclass task using a Random Forest
classification algorithm. A comparison of the results
showed that the Random Forest is better used for

individual “One versus All” tasks than for the
multiclass task.

New models of the “One wversus All”
classification were then built on the Haralick texture
features, which are well known for this kind of task.
This was done to compare them with features
proposed by colleagues. As a result, it turned out
that better results were given by the proposed
features but combining them with the Haralick
features in one common stack gave the best results
on the examining sample (10 %). Thus, it can be
said that the texture features, which were developed
by colleagues in the context of the liver ultrasound
images classifying task can occur in almost any task
of classifying medical images and are kind of
universal. However, a lot of research needs to be
done to give a final verdict.
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AHOTAIIIS

[IyXIuHAa MO3KY € JOBOJI TSIKKOIO (JOPMOIO 3aXBODIOBAHHS IIOAMHH. JIOrO CBOEYAcHE BHABJNEHHSA, a TAKOX BH3HAUCHHS
KOHKPETHOTO THITy MyXJIWHH, € aKTyaJbHOIO 3a/ladel0 B Cy4acHii MeauimHi. [II8 BH3HAYEHHS IYXJHHH OCTAaHHIM 4acoM
BUKOPUCTOBYIOTh METOAM CETMEHTAIlli Ha TPHOXBHUMIPHUX 300paKCHHSAX MO3KY, TAKHX SIK KOMII FOTEPHA YW MarHiTHO-PE30HAHCHA
tomorpadis. OnmHak, 3a3BHYail CErMEHTAII0 MPOBOIATH BPYYHY, Yepe3 IO TPATUThCS HeMaja KUIBKICTh 4Yacy, 0 TOTO XK BCE
3aJICKHUTh BiJl TOCBiAy Jikaps. B 1aHiii poOOTi po3MIAAaeThCs MOXIUBICTH CTBOPECHHS METONY JJIsi aBTOMATHYHOI CErMEHTAIlil
300paxkeHb. B sikocTi HaBuanbHOI BUOiIpKH Oyia B3sTa MeJU4YHA 0a3a MarHiTHO-pPE30HAHCHUX ToMorpadiii MO3Ky 3 TpbOMa THIIAaMHU
IyXJIMH: MEHIHTiOMa, TJIioMa 1 myxiuHa rinmodizy. 3 BpaxyBaHHs pi3HHX 3pi3iB 0a3a Maina B HasiBHOCTI: 708 mpukianiB MeHiHTioMH,
1426 npuxnanis rimiomu i 930 npuknagiB myxiauHY Tinogizy. ABTopamu 6a3u Oyiau po3MideHi o6acTi iHTepecy Ha KO)KHOMY 3HIMKY,
mo Oyno BHKOPHCTaHO B SIKOCTI BUMTENS Ui MOAETI aBTOMATWYHOI cerMeHramii. Ilepen TUM sSIK CTBOPIOBATH MOJIENb Oy
MIpOaHANI30BaHi iICHYIOUM HA JaHWH MOMEHT HOMYJIAPHI METOIU CEerMeHTalii. B AKoCcTi HalOUIBII MiAXOASIIOTO AJSl TOCTABICHOI B
JIOCTIKEHH] 3a/1a4i METOJy aBTOMAaTHYHOI cerMeHTamii Oyia B3sTa apXiTeKTypa ITuOoKoi 3ropTkoBoi HeliporHoi Mepexi U-Net. B
pe3yibTaTi i1 BUKOpUCTaHHS Oyja OTpUMaHa MOJEINb, sIKa Ha TECTOBIM BHOIpII 13 IIICTCOT 3HIMKIB 3yMiJia B CIMAECATH YOTHPHOX
NIPOLICHTaX BHIAAKIB MPAaBWIGHO BiJICETMEHTYBaTH 300pakeHHs. Iliciisi OTpUMaHHS MOJENi aBTOMAaTUYHOI CErMeHTalll, s
knacugikarii myxJuH MO3Ky Oynu moOynoBaHI MOJET «BHIAAKOBOTO JIICY» JUIS TPHOX 3a1a4 «OJWH MPOTH BCIX», a TAKOX JJIS
MYJBTHKIAacOBOi 3amadi. [lepen moOynoBoro Mopenei 3aranpHi BUOipkH Oynmu monineHi Ha HaBuanbHy (70 %), TectoBy (20 %) i
ex3ameHaniitny (10 %). Ha ex3ameHnariiiniii BuOipIli TOYHICTH Mojeneil Bapiroethes Binm 84 mo 94 BinmcotkiB. Ins moOynoBu
KnacuQikamiifHuX MoJeNieil BUKOPUCTOBYBAJIMCH O3HAKH, OTPHMAHI 3a METOJaMU TEKCTYpHOTO aHali3y, i Ky Oymm po3poOieHi
crmiBaBTopamH i3 kadenpu biomenuuHoi kibepHeTHKH B 3aadi kimacu@ikallii yapTpa3ByKOBUX JOCHIIKEHb NMEYiHKA. BOHH Takox
Oy/M TIOpiBHSHI 3 3araJIbHOBIIOMHMH TEKCTYPHHUMH O3Hakamu Xapaiika. [TopiBHSHHS mMoKa3aio, M0 Kpamuil crmoci® JoMOTrTHCS
TOYHOI MOJeN Kiacudikaii, 1e 00'eJHaTH BCi O3HAKH B OJIHH CTEK.

Kumrouosi ciioBa: xnacugikanisi; «oJUH IPOTH BCiX»; MYJIBTHKIACOBA 3a/ja4a; aBTOMaTHYHA CEIMEHTallis; TEKCTYpHHH aHai3;
MyXJIMHA; MarHiTHO-pe30HaHCHA ToMorpadis
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AHHOTALMS

Ormyxosb MO3ra SIBJISETCS] TOCTATOYHO TSDKENBIM BHIOM 3a00JieBaHMS delnoBeka. Ero cBoeBpeMeHHOE OOHApYKEHHE, a TAKKe
ompeeaeHne KOHKPETHOTO THIIA OIMYXOJIH, SBISIETCS aKTYalbHO 3a1a4eil B COBPEMEHHON MeauuuHe. sl OnmpeaeneHust OlyXoan B
MOCJICHEE BPEMsl HCIOJB3YIOT METOJBl CErMEHTAIMH Ha TPEXMEPHBIX H300paXKCHHUSX MO3ra, TaKuX KaK KOMITBIOTEpHAs WU
MAarHHTHO-pe30HaHCHass ToMorpadus. OnHako, OOGBIYHO CErMEHTALMIO IPOBOAAT BPYYHYIO, H3-3a YEro TPATHTCS HEMaioe
KOJIMYECTBO BPEMEHH, K TOMY K€ BCE 3aBHCHT OT OMbITa Bpaya. B 1aHHO# paboTe paccMaTprBaeTcsi BO3MOKHOCTh CO3JaHHS METO/a
JUIsL aBTOMATHYECKOI cerMeHTanun u3o0pakeHuil. B kauecTBe oOyuaromeil BHIOOPKH ObLia B3siTa MEIHUIMHCKas 6a3a MarHHTHO-
PE30HAHCHBIX TOMOrpadiil MO3ra ¢ TpeMs THIaMH OIMyXOJeil: MCHHHIHOMA, TIIHOMa U OIyXonb runodusa. C yueToM pasiHIHBIX
cpe3oB 0a3a mmena B Hammuuu: 708 mpumepoB MeHUHTHOMBI, 1426 mpumepoB riwombl ¥ 930 mpuUMeEpoB OMyXonu runodusa.
ABropamu 6a3sl GbUTH pa3MEUeHBI 00JaCTH HHTEpeca Ha KaKI0OM CHUMKE, YTO OBUIO HCIIOJIB30BAHO B KQUECTBE YUUTEISI ISl MOJEITH
ABTOMATHYECKOM CerMeHTauuu. IIpexae YeM co3qaTh MOAei b, OBUIM MPOAHAIW3MPOBAHBI CYIIECTBYIOIIME HAa MAHHBIH METOX
HOMYJSIPHBIE METOIBI CErMEHTAlMH. B KkadecTBe Hambojee MOAXOMLICTO Ui MMOCTABICHHOM B HCCICIOBAHWM 3aJadyd METOXA
aBTOMATHYECKOH CErMCHTAIMH ObLla B3sATa apXUTeKTypa IIyOokoi cBEpTouHON HedponHoi cetn U-Net. B pesynbrare eé
HCIIOJIb30BaHKs OblLia TOJyYeHa MOJIENb, KOTOpasi Ha TECTOBOW BBHIOOPKE M3 LIECTHCOT CHUMKOB CyMeJa B CEMHICCATH YEThIpEX
MPOLICHTaX CJIy4acB MPaBHJIBHO OTCEIMEHTUPOBaTh n300paxkeHue. Ilocie moydeHuss MOJENH aBTOMAaTHYECKOW CErMEHTAlUH, IS
KiaccH(HUKAIMK OMyXoJieil Mo3ra ObUTH MOCTPOCHBI MOJICIH «CITy4aifHOTo Jiecay s TPEX 3a1au «OJHH MPOTHB BCEX», & TAKXKE JUIs
MYJIBTHKIACCOBOH 3a1aun. [lepen mocTpoeHneM Moielneil obiye BEIOOPKH ObLIM ToJesieHbl Ha obydarorryo (70 %), TectoByro
(20 %) u sx3amenanmonnyo (10 %). Ha sx3aMeHAMOHHO# BBIOOPKE TOYHOCTH MOJENei Bappupyercs ot 84 no 94 mpouenTos. J{s
MOCTPOCHUsT KITAaCCH()UKALMOHHBIX MOJENCH HCIIOJIB30BANNCh MPHU3HAKH, MOJMYYCHHBIE 32 METOJAMU TEKCTYPHOrO aHaium3a, H
KOTOpbIe OBUIH pa3paboTaHbl COaBTOPaMH U3 Kadeapsl bruomMenuinHcKol KHOSpHETHKY B 3a1ade KIacCU(PUKALNN YIbTPa3ByKOBBIX
uccnenoBanuit neueHn. OHH Takke ObUIM CPaBHEHBI C OOIICM3BECTHBIMH TEKCTYPHBIMHUIpH3HAKaMH Xapanuka. CpaBHCHHE
[OKA3aJ10, YTO JYUIIHil CI0CO0 TOOUTHCS TOYHON MOJICIH KIIAaCCH(UKALIMH, 3TO OOBbEIHHHUTD BCE IPU3HAKU B OIUH CTEK.

KuwueBble cioBa: knaccubuKalus; «OIWH MPOTHB BCEX»; MYJIBTHKIACCOBAs 3a/aya; aBTOMATHYECKas CCIMCHTALWS;
TEKCTYPHBIIl aHANIU3; OITyXO0JIb; MATHUTHO-PE30HAHCHAsT TOMOTpadust
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