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ABSTRACT 

The coupling between objects along with other metrics, is used for evaluating the faults, vulnerabilities, and other quality 

indicators in software systems, including open-source ones. It is known, that a coupling between objects value between one and four 

is good. However, there are apps in Java for which the coupling between objects metric value at an app level is greater than four. 

That is why, in our opinion, the above interval for coupling between objects needs to be clarified for the app level. To find the 

recommended values for the coupling between objects mean of an app we have proposed to apply the confidence and prediction 

intervals. A coupling between objects mean value of an app from the confidence interval is good since this interval indicates how 

reliable the estimate is for all apps. A coupling between objects mean value higher than an upper bound of the prediction interval 

may indicate that some classes are too tightly coupled with other ones in the app. We have estimated the confidence and prediction 

intervals of the coupling between objects mean using normalizing transformations for the data sample from one hundred open-source 

apps developed in Java hosted on GitHub. Comparison with the coupling between objects mean values of three popular open-source 

apps developed in Java illustrate the applicability of the proposed quality indicators in the form of the confidence and prediction 

intervals of the coupling between objects mean. 
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INTRODUCTION 

The coupling between objects (CBO) metric 

was firstly defined by Chidamber and Kemerer in 

[1]. The CBO metric, along with others, is used for 

evaluating the faults [2, 3], vulnerabilities [4], 

maintenance [5, 6], complexity [7, 8], and other 

quality indicators [9] of software systems, including 

open-source apps [10, 11]. This metric indicates the 

required effort to test and maintain a class [9]. At a 

class level, the coupling between objects metric is 

the number of classes coupled to a given class. At an 

app level, this metric provides the average number 

of classes used per class. Coupling between objects 

is required for an app to do useful work, but 

excessive coupling makes the app more difficult to 

maintain and reuse. It is known [12], a CBO value 

between 1 and 4 is good since it indicates that the 

class is loosely coupled. A value higher than this 

may indicate that the class is too tightly coupled 

with other classes in the app, 

© Prykhodko S., Prykhodko K., Smykodub T., 2022  

which would complicate testing and modification, 

and limit the possibilities of reuse [12]. Also, a high 

coupling hasbeen found to indicate fault-proneness 

[13]. 

According to [14], a coupling between objects 

value greater than 14 is too high. However, there are 

apps in Java, in which the coupling between objects 

values for some classes are significantly greater than 

4 and even 14. For example, in the TuxGuitar app 

version 1.5.2, the software metrics of which are 

analyzed in [9], there are the 

org.herac.tuxguitar.app.action.impl.system. 

TGDisposeAction, org.herac.tuxguitar.app.action. 

installer TGActionConfigMap, and org.herac. 

tuxguitar.app.action.installer.TGActionInstaller classes 

where CBO values equal 31, 52, and 252, 

respectively. Note that TuxGuitar is a fairly large 

app with 207810 lines of code, which includes 2381 

classes. The total CBO for all classes is 20189.  

In this regard, the need arises to evaluate the 

object-oriented design (OOD) of the entire app, 

and not its  classes,  from the point  of view of  the 
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coupling between objects, if the CBO values of 

some classes are significantly greater than the 

maximum recommended CBO value of 4. 

ANALYSIS OF LITERARY DATA 

There are known applying various software 

metrics at an app level [15, 16], including CBO [9, 

15], in some aspects of object-oriented design. 

However, the above papers present only point 

estimates of the metrics. Such according to [15], the 

CBO average values of 2.48 and 1.25 indicate the 

low and high quality of the software system in Java, 

respectively. At an app level, similar interval 

estimates for the CBO metric are not known. Only in 

[17] it was proposed to apply the confidence and 

prediction intervals to find interval estimates for the 

DIT metric at an app level. According to [17], a DIT 

average of an app from the confidence interval is 

good since this interval indicates how reliable the 

estimate is for the DIT average values of all apps 

used for estimating the interval. A DIT average 

higher than an upper bound of the prediction interval 

may indicate that some classes have a large number 

of inheritance levels from the object hierarchy top. 

As we know, well-known statistical methods to 

estimate the confidence [18, 19] and prediction 

intervals [20, 21] of random variables and their 

estimates by data samples are used under the 

assumption that the data is generated by a Gaussian 

distribution. However, distributions of software 

metric data, including CBO, are not Gaussian. The 

empirical distributions of software metric data in the 

form of histograms, for example, in [1, 9] suggest 

that. That is why in [17] the confidence and 

prediction intervals of the DIT metric at an app level 

were estimated by two techniques based on the 

normalizing transformations.   

Similarly to [17], we apply normalizing 

transformations to evaluate the confidence and 

prediction intervals of the CBO mean by appropriate 

techniques. 

FORMULATION OF THE PROBLEM 

Suppose given the original sample of coupling 

between objects random variable X, which 

distribution is not Gaussian. Suppose that there is a 

normalizing transformation of variable X to 

Gaussian random variable Z as  XZ ψ , which has 

the corresponding inverse transformation 

 ZX 1ψ . 

Need to estimate the confidence and prediction 

intervals of the CBO mean by the CBO sample using 

normalizing transformation  XZ ψ  and inverse 

transformation  ZX 1ψ . 

OBJECTIVES OF THE STUDY 

The work aims to find the confidence and 

prediction intervals of the coupling between objects 

mean for open-source apps developed in Java for a 

0.05 significance level. 

We chose open-source apps developed in Java 

for two reasons. First, because of the ability to 

collect data for open-source apps. Second, Java is a 

popular programming language that is used 

practically everywhere from laptops to datacenters, 

game consoles to mainframes, and cell phones to the 

Internet. 

MATERIALS AND RESEARCH METHODS 

Similarly to [17], we apply normalizing 

transformations to evaluate the confidence and 

prediction intervals of the coupling between objects 

mean by appropriate techniques. The technique for 

estimating the prediction intervals is based on 

normalizing transformations and Grubb's test [22]. 

The technique is as follows [17]. At first, we 

normalize non-Gaussian data by the bijective 

normalizer transformation. Then we transform the 

sample mean of the non-Gaussian data using the 

normalizing transformation and calculate the 

deviation from the sample mean for normalized data 

(approximately with Gaussian distribution) in 

Grubb's test. After that, we define the bounds of the 

interval for normalized data by respectively 

subtracting and adding the calculated deviation from 

the sample mean. Finally, we detect the boundaries 

of the prediction interval for non-Gaussian data by 

transforming the bounds of the prediction interval 

for normalized data by the transformation inversed 

to normalizing one. The technique for estimating the 

confidence intervals of the sample mean is similar to 

the previous one, with the only difference that we 

calculate the deviation from the sample mean for 

normalized data by student's t-distribution [17]. 
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ESTIMATING THE CONFIDENCE AND 

PREDICTION INTERVALS OF THE CBO 

MEAN FOR OPEN-SOURCE APPS 

DEVELOPED IN JAVA 

We have estimated the confidence and 

prediction intervals of the CBO mean using 

normalizing transformations for the data sample 

from 100 open-source apps developed in Java hosted 

on GitHub (https://github.com/). The data sample 

was obtained using the CK tool [23]. The minimum 

and maximum values of the CBO mean equal 3.307 

and 22.417, respectively. The average and sample 

standard deviation values of the CBO mean are 

8.925 and 3.964, respectively. Table 1 contains the 

observed jn  and expected jNp  frequencies of type j 

of the CBO mean values for seven intervals from 

100 open-source apps developed in Java. Here N is 

the data sample size and jp  is the probability of 

type j. We used the Gaussian and Johnson 

distributions for calculating the expected 

(theoretical) frequencies of the CBO mean. 

Note, when the model is fully specified, 

computing the degrees of freedom number of the 

statistic is easy: it is equal to the number of cells (or 

observation intervals) minus one [18]. For testing 

the goodness of fit, the degrees of freedom number 

is reduced by the number of fitted parameters in the 

distribution, that for the Gaussian distribution equals 

two. 

Table 1. The observed and expected frequencies 

of CBO mean values 
 

j 

Actual 

interval 

Observ-

ed 

frequen-

cies, jn  

Expected fre-

quencies, jNp  

LB UB 
Gaus-

sian 

John-

son 

1 3.308 6.038 27 15.49 26.10 

2 6.038 8.767 29 25.10 30.69 

3 8.767 11.50 23 25.77 20.24 

4 11.497 14.23 8 16.77 11.77 

5 14.227 16.96 7 6.91 6.29 

6 16.957 19.69 5 1.81 3.01 

7 19.687 22.42 1 0.30 1.20 

Source: compiled by the authors 

We reject the null hypothesis that the 

distribution of the CBO mean values is the same as 

the normal distribution and accept the alternative 

hypothesis H1 (there is a difference between the 

distributions) since the chi-squared test statistic 2χ  

value equals 21.34 is higher than the critical value of 

the chi-square, which equals to 9.49 for 4 degrees of 

freedom and 0.05 significance level. For the 

distribution of the coupling between objects mean 

values, estimators of skewness and kurtosis equal 

1.07 and 3.74, respectively. These values also 

indicate to us that the data of CBO mean are not 

Gaussian, since the skewness and kurtosis of the 

Gaussian distribution are equal to 0 and 3, 

respectively. Also, Table 1 contains the expected 

frequencies of CBO mean values obtained by the 

Gaussian distribution, lower (LB), and upper (UB) 

bounds of actual intervals of the CBO mean values. 

Therefore, we apply normalizing 

transformations to estimate the confidence and 

prediction intervals of the CBO mean. As in [17], for 

normalizing the data sample, we use the Johnson 

translation system [24] that set up a transformation 

of a continuous random variable X to a standard 

Gaussian variable Z and is defined by 

  λXηhγZ ,φ,   1,0N   

where γ , η , φ , and λ  are parameters of 

transformation (1),  γ , 0η  ,  φ  

0λ  , the translation function h takes four possible 

forms 
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We use the Johnson translation function h for 

SB family (2) since the skewness and kurtosis 

estimators for the observed frequency distribution of 

the CBO mean values equal 1.07 and 3.74, 

respectively. 

The Johnson transformation (1) for the SB 

family from (2) is also defined by 


X

X
Z






λφ

φ
lnηγ   

where λφφ  X , 0η  ,  φ , 0λ  . 

The Johnson probability density function (pdf) 

for the SB family is obtained using transformation (3) 

and has the form [24] 

  
  





XX

XfB
φλφπ2

ηλ
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where λφφ  X ,  γ , 0η  , 

 φ , 0 . 

The parameter vector  λ,φ,,ηγθ  of the 

Johnson transformation (3) and pdf (4) for the SB 

family is estimated by the maximum likelihood 

method (MLM) [17] 

  θθ
θ

,maxargˆ Xl   

where the log-likelihood function is 
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where ix  is the i-value of X from transformation (3). 

Estimators for parameters of the Johnson 

transformation (3) and pdf (4) for SB family by 

MLM (4) are: 1.560865γ̂  , 1.10777η̂ , 

2.77482φ̂  , and 26,840λ̂  . The value of the 

log-likelihood function (6) equals -263.1. 

Table 1 contains expected frequencies of CBO 

mean values obtained by the Johnson distribution for 

SB family (4) with the above estimates of 

parameters. Table 2 contains the observed and 

expected frequencies of normalized CBO mean 

values using the Johnson transformation for SB 

family (3) with the above estimates of parameters. 

 

Table 2. The observed and expected frequencies 

of normalized coupling between objects  

mean values by the Johnson transformation for 

the SB family 

j LB UB jn  jNp  

1 -2.759 -1.983 2 2.08 

2 -1.983 -1.207 8 9.01 

3 -1.207 -0.431 25 21.95 

4 -0.431 0.345 29 30.17 

5 0.345 1.121 23 23.39 

6 1.121 1.897 10 10.22 

7 1.897 2.673 3 2.52 

Source: compiled by the authors 

We used the Pearson chi-squared test to check 

the normality of normalized data based on the 

Johnson transformation for the SB family. The Chi-

square test allows us to confirm the null hypothesis 

H0 that is compatible with the assumption of 

normality in normalized data based on the Johnson 

transformation for the SB family, since the 
2χ

 value, 

which is equal to 0.688, is less than the critical value 

of the chi-square for 0.05 significance level and 4 

degrees of freedom. The skewness and kurtosis 

estimators for the distribution of normalized data 

based on the Johnson transformation for the SB family 

equal 0.036 and 3.035, respectively. These values also 

indicate the normality of the normalized data. 

Also to normalize the data sample, we use the 

Box-Cox transformation [25] 

  

 














.0λif,ln

;0λif,
λ

1

λ

λ

X

X

xZ   

Here   is a parameter of the Box-Cox 

transformation (7). 

The parameter λ  of the Box-Cox 

transformation (7) was estimated by the MLM [26] 

  λ,maxargλ̂
λ

Xl   

where the log-likelihood function is 
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Here C is a constant, which is determined from 

the normalization condition;     Nxx
N

i
i /λλ

1




 ; 

 λix  is the i-value of  x  or Z from (6). 

The parameter estimator λ̂  is -0.21357 by the 

MLM (8). The value of the log-likelihood function 

(9) equals -123.1. 

Table 3 contains the observed and expected 

frequencies of normalized CBO mean values using the 

Box-Cox transformation with the above estimate λ̂ . 

A comparison of the observed and expected 

frequencies of normalized CBO mean values from 

Table 2 and Table 3 indicates the best data 

normalization by the Johnson transformation for the 

SB family besides the Box-Cox transformation. 

We have evaluated the confidence and 

prediction intervals of the CBO mean for a 

significance level of 0.05 according to [17] using the 

Johnson transformation for the SB family and the 

Box-Cox transformation. 



Prykhodko S., Prykhodko K., Smykodub T.  /  Herald of Advanced Information Technology 

                                                                                           2022; Vol. 5 No.3: 175–184 

ISSN 2663-0176 (Print) 

ISSN 2663-7731 (Online) 

Methodological principles of  

information technology 

179 

 

Table 3. The observed and expected frequencies 

of normalized CBO mean values by the Box-Cox 

transformation 

j LB UB jn  jNp  

1 1.056 1.229 2 3.68 

2 1.229 1.403 16 10.51 

3 1.403 1.577 19 20.00 

4 1.577 1.751 22 25.36 

5 1.751 1.925 24 21.45 

6 1.925 2.098 10 12.10 

7 2.098 2.272 7 4.55 

Source: compiled by the authors 

The bounds of the confidence interval for non-

Gaussian data are defined by transforming the 

bounds of the confidence interval for normalized 

data 

  zxzx zz  ,   

using the inverse transformation according to [16] 

     zxzx zz   11 ψ,ψ   

where ψ  is a function of normalizing transformation 

 xz ψ ,  xzx ψ , x  is the sample mean of the 

non-Gaussian data, z is the deviation from the 

sample mean for normalized data by student's t-

distribution 

 NSt zNz 1,2α    

In (12) 1,2α Nt  is a quantile of students' t-

distribution with 1N  degrees of freedom and 2α  

significance level, N is the data size, zS  is the 

sample standard deviation of the normalized data. 

The bounds of the prediction interval for non-

Gaussian data are calculated analogously (11) with 

the only difference that instead of formula (11) for 

z  should be used 


 

 
2

2,2α

2
2,2α

2

1










NN

NN
zz

tN

t

N

N
S   

where   2,2α NNt  is a quantile of students' t-

distribution with 2N  degrees of freedom and 

 N2α  significance level. 

The Johnson transformation for SB family (3) 

has the following inverse transformation 

  η,γ,λφ 1 ZhX    

where the inverse translation function  η,γ,1 zh  

takes the form 

  ζ1 11   eh   

Here   ηγζ  Z , 0η  ,  γ , 0λ  , 

 φ . 

The Box-Cox transformation (7) has the 

following inverse transformation 

   λ1
1λ  ZX   

Here λ  is a parameter of the Box-Cox 

transformation (7). 

The confidence intervals of the CBO mean in 

the case of applying the Johnson transformation for 

SB family (3) with its inverse transformation (14) 

and the Box-Cox transformation (7) with its inverse 

transformation (15) are from 8.12 to 9.81 and from 

8.20 to 9.72, respectively. The prediction intervals of 

the CBO mean in the case of using the Johnson 

transformation for SB family (3) with its inverse 

transformation (14) and the Box-Cox transformation 

(7) with its inverse transformation (15) are from 3.15 

to 25.94 and from 2.52 to 50.54, respectively. 

Also, we have estimated the confidence and 

prediction intervals of the CBO mean for a 

significance level of 0.05 by (10) without the 

normalization. The only difference is that we 

substitute the sample mean x  instead of xz  in (10), 

and for calculating z  by (12) and (13) we use the 

sample standard deviation value of the CBO mean 

instead zS . In this case, when we consider our data 

to be Gaussian, the confidence and prediction 

intervals of the CBO mean for a significance level of 

0.05 are from 8.14 to 9.71 and from -4.49 to 22.34, 

respectively. According to Grubb's test [27], the 

upper bound equaled to 22.34 indicates there is one 

outlier in the data sample, for which the CBO mean 

value is 22.417. In the case of applying the 

normalizing transformations [16, 28], both the 

Johnson transformation for the SB family and the 

Box-Cox transformation, there are no outliers in the 

data sample. 

Easy to notice, the values of confidence interval 

bounds are similar. However, the values of 

prediction interval bounds differ significantly. In this 

case, when we consider our data to be Gaussian, the 

lower bound of the prediction interval is negative, 

which does not correspond to real values. The lower 

bounds of the prediction interval calculated by the 

normalizing transformations are positive. The width 

of the prediction interval based on the Johnson 

transformation for the SB family is less than after the 
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Box-Cox transformation and smaller than without 

one. This result may be explained best normalization 

of the non-Gaussian data set by the Johnson 

transformation for the SB family as evidenced by the 
2χ  value, which is about 9 times smaller than in the 

case of the Box-Cox transformation. 

Therefore, we have selected the confidence and 

prediction intervals of the CBO mean for a 

significance level of 0.05 based on the Johnson 

transformation for the SB family. A CBO mean value 

of an open-source app developed in Java between 

confidence interval bounds from 8.12 to 9.81 is good 

with a 0.05 significance level. A value from this 

interval indicates that the classes are loosely coupled 

on average according to software development 

practices of open-source apps developed in Java. A 

CBO mean value of an open-source app developed 

in Java between interval bounds from 3.15 to 8.12 is 

also good. That is why we might consider that a 

CBO mean value of an open-source app between 

interval bounds from 3.15 to 9.81 indicates its high 

quality. 

A CBO mean value of an open-source app 

developed in Java from 9.81 to 25.94 is acceptable. 

But in this case, we might consider that a CBO mean 

value of an open-source app from the above interval 

(from 9.81 to 25.94) indicates its medium quality. 

And finally, a CBO mean value higher than 

25.94 may indicate that some classes are too tightly 

coupled with other ones in an open-source app 

developed in Java. In this case, we might consider 

that a CBO mean value of an open-source app, 

which is greater than 25.94, indicates its low quality. 

The above lower and upper bounds are 

correlated with the result given in [15] that the 

higher the CBO, the lower the quality of the 

software system.  

We have compared our results with the CBO 

mean values of three popular open-source apps 

developed in Java: FreeMind, TuxGuitar, and jEdit 

having over 465k, 131k, and 56k downloads in 

2019, respectively [9]. The CBO mean values of 

FreeMind, TuxGuitar, and jEdit equal 5.36, 7.32, 

and 4.67, respectively [9, 29]. According to [30], the 

CBO mean value of TuxGuitar is 6.71. These values 

are good since they are in the calculated range from 

3.15 to 9.81. The above CBO mean values of three 

open-source apps indicate their high quality. Also, 

the same results we have for various versions of the 

above apps, for which CBO mean values are given 

in [9]. 

Note, we detected the confidence and prediction 

intervals of the CBO mean of open-source apps 

developed in Java based on the 100 values of the 

CBO mean from the range of 3.308 to 22.42 (see 

Table 1). That is why we cannot use the CBO mean 

values of apps whose averages are out of the above 

range to detect software quality. For example, the 

like apps include three software systems considered 

in [15], simple board-based software games, such as 

the game called “X and O” [31]. 

Also, we used the CBO mean value of the 

Metro_systems app, which is 9.93 to detect software 

quality. The Metro_systems app is a Core Java 

project on managing metro systems and the 

introduction of smartcards for daily users 

(https://github.com/Sparsh6496/Metro_systems). 

The above CBO mean value indicates the medium 

quality of this project. 

The CBO mean values of FreeMind, TuxGuitar, 

jEdit, and Metro_systems indicate confidence in the 

proposed bounds of the CBO mean intervals as the 

quality indicators of open-source apps developed in 

Java from point of view of an OOD. 

In the future, to validate conclusions derived 

from data analysis based on the confidence and 

prediction intervals of the CBO mean, further study 

needs to be carried out for other software metrics 

(for example, RFC) and data sets. Also, in the future, 

it is planned to find confidence and prediction 

regions of admissible values of other metrics using 

the transformed ellipsoids [32] for multivariate non-

Gaussian data. 

DISCUSSION AND FUTURE RESEARCH 

The paper is founded on the assumption that the 

CBO mean could be viewed as an app-level metric. 

This assumption is based on the papers of other 

authors, in particular [9, 15]. The study by NASA 

[15] analyzed three software systems and classified 

their quality depending on the average values for 

Chidamber & Kemerer metrics, including CBO one. 

The average values of the CBO metric from [15] 

suggest that the higher the CBO, the lower the 

software system quality. In [9] mean values of 16 

software metrics (including the CBO) were 

considered to check their consistency across three 

popular open-source apps developed in Java and 

their versions. 

We emphasize that the papers [9, 15] 

considered point estimates of mean values. The 

recommended interval estimates for the CBO mean 

of an app are not known. To find the interval 

estimates for the CBO mean of an app we have 

proposed to use the confidence and prediction 

intervals. A CBO mean value of an app from the 

confidence interval is good since this interval 

indicates how reliable the estimate is for all apps 
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used for estimating the interval with a certain 

significance level. We used a 0.05 significance level 

as the appointed one usually, although this value 

may be discussed. A CBO mean value between the 

lower bounds of the confidence and prediction 

intervals, or between the upper bounds of the 

confidence and prediction intervals is also 

acceptable. 

We apply normalizing transformations to 

estimate the confidence and prediction intervals of 

the CBO mean by appropriate techniques [17] since 

the distribution of the CBO mean values is not 

Gaussian what the chi-squared test result and the 

values of estimators of skewness and kurtosis 

indicate. As stated earlier, estimators of skewness 

and kurtosis are equal to 1.07 and 3.74, respectively 

for the distribution of the CBO mean values. 

Moreover, the distributions of the CBO values at the 

class level for all reviewed apps are not Gaussian 

what the chi-squared test results and the values of 

estimators of skewness and kurtosis indicate too. 

Concerning the proposed values of the bounds 

of the confidence and prediction intervals of the 

CBO mean as the quality indicators of software apps 

from the point of view of OOD two limitations 

should be acknowledged and addressed concerning 

the data sample from 100 open-source apps 

developed in Java. The first limitation concerns the 

estimation of the data sample for open-source apps 

developed in Java only. The evaluation of other data 

samples, for example, for industrial systems in Java 

[15], may affect the bounds of the confidence and 

prediction intervals of the CBO mean. In such cases, 

the proposed values of the bounds of the confidence 

and prediction intervals of the CBO mean remain to 

be confirmed or changed. 

The second limitation concerns the sample size 

which equals 100. This value can be unambiguously 

considered as the lower size limit of the large 

sample. Larger sample sizes may lead to a reduction 

in the widths of the confidence and prediction 

intervals. 

It should also be noted that the quality of 

software apps from the point of view of OOD may 

depend on other metrics at the app level, for 

example, RFC (response for a class) and WMC 

(weighted methods per class) [1, 15], the influence 

of which needs to be investigated. 

CONCLUSIONS 

1. We have discovered that for evaluating the 

confidence and prediction intervals of the CBO 

mean is need to use normalizing transformations. In 

this case, we have used two transformations, both 

the Johnson transformation for the SB family and 

Box-Cox one. The best normalization of the data 

sample has been implemented by the Johnson 

transformation for the SB family than the Box-Cox 

one. We have proposed to use the Johnson 

probability density function for the SB family as a 

probabilistic model of the CBO mean of open-source 

apps developed in Java. 

2. The confidence and prediction intervals of 

the CBO mean using normalizing transformations 

for the data sample from 100 open-source apps 

developed in Java hosted on GitHub are estimated. 

The width of the prediction interval based on 

the Johnson transformation for the SB family is less 

than after the Box-Cox transformation and smaller 

than without one. The values of confidence interval 

bounds are similar in all cases. 

3. We have found the following intervals of the 

CBO mean for open-source apps developed in Java 

for a 0.05 significance level. A CBO mean value of 

an open-source app developed in Java from 3.15 to 

9.81 is good. A CBO mean value of an open-source 

app developed in Java from 9.81 to 25.94 is also 

acceptable. A CBO mean value higher than 25.94 

may indicate that some classes are too tightly 

coupled with other ones in an open-source app 

developed in Java. 

4. We have proposed to apply the confidence 

and prediction intervals of the CBO mean as the 

quality indicators of software apps from point of 

view of an OOD. A CBO mean value of an open-

source app between interval bounds from 3.15 to 

9.81 indicates its high quality. A CBO mean value of 

an open-source app from the range of 9.81 to 25.94 

indicates its medium quality. A CBO mean value of 

an open-source app, which is greater than 25.94, 

indicates its low quality. 

Comparison with the CBO mean values of three 

popular open-source apps developed in Java 

illustrate the applicability of the proposed quality 

indicators in the form of the confidence and 

prediction intervals of the CBO mean. 

5. In the future, to validate strong conclusions 

derived from data analysis based on the CBO mean 

intervals, further research needs to be carried out for 

other software metrics and data sets. Also, in the 

future, it is planned to find confidence and 

prediction regions of admissible values of other 

metrics using the transformed ellipsoids for 

multivariate non-Gaussian data. The influence of the 

CBO metric on the possible maintenance of software 

also needs further research. 
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Статистичне оцінювання метрики зв’язування між об’єктами  

для застосунків із відкритим кодом розроблених на Java 
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АНОТАЦІЯ 

Зв'язування між об'єктами (ЗМО) разом з іншими метриками використовується для оцінювання помилок, уразливостей та 

інших показників якості програмних систем, у тому числі з відкритим кодом. На рівні класу метрика зв'язування між об'єктами – 

це кількість класів, пов’язаних із даним класом. На рівні застосунку цей показник визначає середню кількість класів, використаних 

на клас. Відомо, що значення зв'язування між об'єктами від одного до чотирьох є добрим. Однак існують застосунки на Java, для 

яких значення метрики зв'язування між об'єктами на рівні застосунку перевищує чотири, наприклад, три популярні програми з 

відкритим кодом, розроблені на Java: FreeMind, jEdit і TuxGuitar. Тому, на нашу думку, наведений вище інтервал для зв'язування 

між об'єктами потребує уточнення для рівня застосунку. Щоб знайти рекомендовані значення для середнього зв'язування між 

об'єктами застосунку, ми запропонували застосувати довірчі та прогнозні інтервали. Середнє значення зв'язування між об'єктами 

застосунку з довірчого інтервалу є добрим, оскільки цей інтервал вказує на те, наскільки достовірною є оцінка для всіх 

застосунків. Середнє значення зв'язування між об'єктами вище верхньої межі інтервалу прогнозування може означати, що деякі 

класи надто тісно пов’язані з іншими в застосунку. Ми оцінили довірчі та прогнозні інтервали середнього зв'язування між 

об'єктами за допомогою нормалізуючих перетворень для вибірки даних зі ста застосунків з відкритим кодом, розроблених на Java, 

розміщених на GitHub. Порівняння із середніми значеннями зв'язування між об'єктами трьох популярних додатків з відкритим 

кодом, розроблених на Java, ілюструє застосовність запропонованих індикаторів якості у формі довірчих інтервалів і інтервалів 

прогнозування середнього зв'язування між об'єктами. 

Ключові слова: cтатистичне оцінювання; програмна метрика; зв'язування між об'єктами; застосунок з відкритим 

кодом; Java 
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