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INFORMATION TECHNOLOGY OF PARAMETERS
PREDICTION WITH ADAPTIVE CLUSTERING
IN THE SPACE OF THE WAVELET TRANSFORM

I'1O. Ilepbakosa, B.M. Kpunos, P.O. Ilucapenxo. IndopmaniiiHa TeXHOJIOTisI NPOrHO3yBaHHS
nmapaMeTpiB 3a 10MOMOroI0 aJaNTHBHOI KJlacTepu3alii y mpocTopi BeiiBjeT-nepeTBopeHHs. 3alIpONIOHOBAHI
iH(popMariifHa TEXHONOTiS MPOTHO3YBAaHHS 3a JOTIOMOTOIO0 JalTHBHOI KJIAacTepu3allii y MpOCTOpi BEHWBIET-
MIePETBOPEHHS 1 MiJCUCTEMa aBTOMAaTH30BaHOTO IPOTHO3YBaHHI IMapaMmeTpiB MapTii BUPOOIB eEIEKTPOHHOL
TexHikH. Llg iHpopMmaliiiHa TEXHOJIOTs JT03BOJISIE CKOPOTHTH TPUBAIICTh BUPOOHUYUX BHUITPOOYBaHb BUPOOIB y
pasi 3Ha4yHOi 3MiHHM 1X y Yaci, BACOKOMY piBHI MEPEIIKO/I 1 MAIMX BHOIPOK JaHUX.

Kniouosi crosa: anantuBHa Kiactepusallisi, rinepOoiyHe BeHBIIET-IEPETBOPEHHS, IIYM.

L 1O. l]epbarosa, B.H. Kpvinos, P.A. [Tucapenxo. NUH(popMAIITHOHHAS TEXHOJIOTHSI POTHO3UPOBAHMS
MapaMeTpoB ¢ NOMOIILI0 aJaNTHBHOI KilacTepu3allid B INPOCTPAHCTBE BeiiBjeT-Ipeodpa3oBaHMs.
[MpennoxxeHs! WHPOPMANMOHHAS TEXHOJOTHS NPOTHO3WPOBAHUS C NOMOIIBIO aJalTUBHOM KilacTepu3allid B
MIPOCTPAHCTBE BEHBIIET-IIPE0Opa30BaHMs U IOACUCTEMA aBTOMATU3UPOBAHHOTO ITPOTHOZMPOBAHUM I1apaMETPOB
MapTUU  U3ICTUA JICKTPOHHOM TEXHUKH. OJTa WHQOPMAIMOHHAS TEXHOJOTHSA II03BOJIICT COKPATHUTh
JUTHTEIEHOCTh TIPOM3BOJCTBEHHBIX HCITBITAHUHA M3JIENUI B CIIydae 3HAYUTEIFHOT'O W3MEHEHHS WX BO BPEMEHH,
BBEICOKOM YPOBHE TIOMEX U MaJIbIX BEIOOPOK JTaHHBIX.

Kurouesvie cnosa: aganTuBHas KIacTepu3aliis, THIIEPOOIMIECKOE BEHBIET-TIpeoOpa3oBaHue.

G.Y. Shcherbakova, V.N. Krylov, R.A. Pisarenko. Information technology of parameters prediction with
adaptive clustering in the space of the wavelet transform. Information technology of prediction using
adaptive clustering in the space of the wavelet transform and subsystem of automated parameters prediction of
the electronic products parties were suggested. This information technology can shorten manufacturing test of
products in case of its significant change over time, a high noise level and small samples of data.

Keywords: adaptive clustering, hyperbolic wavelet transform.

An implementation high quality requirements electronic product (EP) requires significant
investments of time and resources for manufacturing tests. Quality assurance leads to greatly time and
cost requirements for manufacturing testing. This leads to increases of development terms,
manufacturing application and overstates the cost of products. One of the ways to provide the quality
of electronic devices is to reduce the duration of manufacturing tests. There are two basic ways to
reduce the duration of manufacturing tests — accelerated testing and automated prediction of technical
parameters of objects [1]. The first way requires significant cost. Therefore, for further studies in the
work second direction is chosen - automated prediction of products parameter changes in time and
estimation fault probability. Automated prediction may be based on two approaches. The first
approach allows us to extrapolate parameter value using one-dimensional models, if the EP has
determining or generic parameter, or in the case of multi-dimensional non-correlated parameters. If the
parameters of EP are correlated, this approach is not applicable. The second approach — statistical
classification — is used when the conditions of EP set are described by multidimensional functions.
EP is divided into classes according to the degree of working capacity at given instant of time in the
future or according to the product life variety.

Disadvantage of the approach — calculation of covariance matrices of the tested EE set up to the
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failure. This approach requires a large amount of priori researches. Due to the significant working life
of EP it isn’t practicable to receive such training data.

Statistical classification is used if it is sufficient to indicate the class of this EP. It consists of two
stages — clustering and classification [1]. During clustering data is divided into clusters on the basis
of compactness, to optimize the quality functional. This functional can be multiextremal due to the
complex shape of clusters. Clustering methods, based on the evaluation of the gradient, do not provide
sufficient noise immunity, and methods which estimate subgradient have high error. Therefore, for
clustering in these conditions adaptive multistart method in the space of the wavelet transform (WT)
was developed. To reduce the impact of the above deficiencies, this method of clustering is used in
this work.

Objective of this work is to develop information technology of parameters prediction to shorten
manufacturing tests with help of noise proof method of adaptive multistart clustering in the space of
the WT. To achieve the goal following problems are solved: analysis of the main models of EP
parameters scattering during process of exploitation, development of a method for predicting EP
parameters to reduce the duration of manufacturing tests using multistart clustering method in the
space of the WT and the procedure of implementing this forecasting method; investigation of
prediction quality, information technology and adaptive predicting subsystem development.

The process of manufacturing EP is affected by many destabilizing random factors that determine
the change in the EP parameters in time. Among them are breakdowns in process due to the tool and
equipment wear, irregularity in stuff and parts delivery, changes in technical requirements, incorrect
product yield planning etc. Variation in time of EP parameters is also caused by peculiarities of the
measurement process.

Processes of change in the output EP parameters at the initial period of usage in most cases lead
to one of the following types of scattering. Thus, for oven-controlled quartz oscillators of standard
signals, generators and reference-voltage sources, high-stable voltage divisors and others, the initial
period of operation is characterized by a slight change of expectations and almost linear time variation
of parameters standard deviation (SD). If a change of output parameter is caused by discharge of
measuring system power supply, permanent change of some external factor, such as, for example,
ambient temperature or pressure, the stray field of this parameter is characterized by systematic drift of
a center of scatter. The width of the stray field increases monotonically in time due to the increase of
magnitude of standard deviation. There are cases when the output parameters of the stray field of
measuring devices are characterized over time by one or more of the extremums of their expectation.
This can occur during exploitation or storage of such devices under conditions with significant
changes of influencing factors. Cluster with such distribution of parameters for a few time steps can be
shifted so much, that the parameters of some objects will move to the next cluster. This variant of
dispersion model will be considered in the work.

During parameters estimation based on the statistical classification at fixed points of time in the
group of EP compact subgroups (clusters) with the same properties are allocated. For example, due to
the fact that EP are collected from parts of different manufacturers, such clusters may have different
degrees of monotony in parameters dependence on operating time during tests. By applying an
adaptive clustering in the proposed method noise immunity is improved and estimation error of the
cluster parameters drift is reduced, since the initial cluster centers parameters for subsequent points in
time are evaluated from the analysis of the previous moment [1]. With this estimation class humber to
which each object will belong at next instant of time is determined. In this work we suggest to make
prediction using Markov chains [5]. The elements of fuzzy classification are used in forecast to
determine the transition probabilities of the EP states. This takes account of the distances of all
elements to the centers of clusters. Suggested forecasting method uses the statistical classification with
self-learning, which includes adaptive clustering and classification itself. Clustering methods are used
for clustering and determining transition probabilities of the EP states, and the statistical classification
methods — for decision-making when predicting their parameters [1].
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In the approach to parameters estimation used in this paper we don’t predict the values of certain
EP parameters in time, but only the class, which each object will belong. Due to this the forecast can
be automated on the basis of the proposed in [1] adaptive clustering method in the space of the WT.
This method has low error, and allows clustering in multidimensional feature space with high noise
level and the small volume of the investigated samples. Therefore, this method is proposed to use in
predicting of the EP parameters to shorten manufacturing testing and reducing forecast error in the
application of Bayesian procedures for Markov chains.

The problem of parameters forecasting is as follows. Suppose there is N objects (EP), each of
which is characterized by a set of k parameters. To estimate the behavior of these objects at time their
parameters are measured at specified intervals. In the k-dimensional space X object j at the point of

- - - - _ 1 2 k - -
time t is determined by the pointx; (t) = (x;(t), Xj (t), ..., xj (t)) . The set of points in the parameter
space X;(t,),..., X;(t,) corresponds to the sequence of time t;, t,,..., t, of parameters measurement and

is a part of the object trajectory. Vector X (t) = (xﬁ (®), sz ®,..., x'j‘ (t)) describes the state of j-th unit at

time t. This means that the relative position of a points set x;(t),..., Xn(t) in k-dimensional parameter
space reflects the actual classification (classification according to the parameters in time) of the
objects. To identify this structure, multistart clustering method is used. By applying it at the moment t;
points in space X are divided into r classes (clusters). The number of clusters is selected by taking into
account the local density of the data in feature space based on the hypothesis of the A -compactness
and subsequent search of extremum of the target function formed with the A -compactness and then
remains constant [2...4].

Such an approach has been adopted because the research is conducted with small samples of
noisy data, as well as with large difference between the number of elements in the clusters. The large
difference between the number of elements in the clusters can occur when the product of one party are
separated by parameters, for example, two clusters (in classes of accuracy, reliability parameters, etc.).
In such case, not only the distance between the elements are encouraged to consider, but also the
relationship between them, that is to apply the methods to determine the number of clusters based on
the hypothesis of the A-compactness. This hypothesis takes into account the normalized distance
between the elements of the cluster and the local density of ensemble in their surroundings [2, 3]. The
indicator of the partition quality is the value describing the average change of A-distance at step [4]:

=0 iepn-y, &)
f(@i-1
where (i) — the average A-distance for all clusters for the current version of the separation.

Number of clusters is determined by the maximum of f(i), which is sought by multistart
optimization method in the space of the WT based on the methodology described in [1], due to
multimodality of the target function. Since the standard deviation and mathematical expectation of the
parameters change over time, which changes the boundaries of clusters up to the intersection, the right
choice of their number and increasing noise immunity and reduction uncertainty of clustering
procedures in the first control point substantially determines the reliability of the forecast
generally [3]. The block diagram of the parameters prediction system is shown in Fig. 1. It operates by
the following information technology [1, 5].

1. The first stage involves the allocation of informative parameters set and their measurement.

2. At the instant of time t; n points in space X are separated on r classes (clusters) using multistart
clustering method. The concept of the class standard a;(t), i=1,...,r (usually the center of the class) is
introduced [5]. For the objects the distances Rj(t), i=1,..., r, j=1,..., is calculated.

3. At time t; the transition probabilities pﬁ) = p;i(t,) are calculated as follows [5]:
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Fig. 1. Adaptive predicting system flowchart

4. At time t,, each point x;(t,) with the classification based on the multistart optimization method
[1] is related to one or another class, obtained in the first step. After that values of cluster centers
(standards) ai(t), i=1,....,r and the distances R(xj(t;), ai(t;)) from points xj(t,) to new standards are
recalculated. This procedure is performed for all m time points.

5. At the s-th step transition probability matrix (2) is modified by the procedures [5]:

— if the point coincides with the standard of a class, it is considered that the probability for this
point to stay in the current class is one, and the probability of transition to a different class is 0;

— if the j-th point doesn’t coincide with the standard of the class, transition probabilities are
calculated as:

1+sign(AR)

Pl =7 P+ [ 5 - pf; 1>sngn(AR§§>)jA§§f> , 3)

r
where y — a scale factor, determined by the normalization of the transition probabilities pj?i =1
i=1

1
y= , (4)
1+ sign(AR{)
1+ (92() pS; ‘1)s|gn(AR(s))}AR(s)
1, if 20 Ry R
B ¥ " ARD ZRED R ARY =

6. Forecast of object belonging is realized accordlng to the constructed transition matrix. For
this it is common to use the Bayesian scheme, according to which the object belongs to that class,
where p;; = _nlax p;i - In case of equality of transition probabilities p;; object belongs to the class with

i=1,..r

the lowest number [5].

KOMIT FOTEPHI i1 IHOOPMALIMHI MEPEXI I CHCTEMU. ABTOMATH3ALIISI BUPOBHULITBA



108 ISSN 2076-2429 (print)

IMpani Oxecbkoro mosiTexHiYHOTO yHIBepcuTeTy, 2013. Bum. 1(40) ISSN 2223-3814 (on line)

The proposed information technology was tested on the example of parameters prediction of
metallodielectric resistors. These resistors were divided into subgroups according to the noise level
from -26 dB to +19 dB. At 24, 168, 1,000, 5,000 and 10,000 hours resistance value measurements
were carried out. Noise level and deviation of resistance from their nominal were used as predictors.
Based on the data from studies [1] (the mathematical expectation and standard deviation from the
nominal value of the resistor in the subgroups) the sample parameters of 410 resistors were
synthesized.

At the first point of time these data [1] (Fig. 2, a) were separated by an adaptive clustering into 2
classes. The number of classes was chosen on the basis of high quality index (Fig. 2, b).
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Fig. 2. The results of accelerated testing (a) and the quality index for number of clusters definition (b)
Fig. 3, a shows the trajectory of parameters in four time sections. Further, it was performed

forecasting of objects belonging to clusters at time ts (10,000 hours) and evaluation of the prediction
quality.
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Fig. 3. The results of classification in four time sections (a) and prediction of objects belonging to clusters at

time ts (b)
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The result is shown in Fig. 3, b. Estimation of the prediction reliability was calculated:
n
P=—, 5
N ®)

where n — the number of objects with correctly predicted class number; N — the number of objects.

For the investigated data was obtained P=0,7, what meets the requirements of practice. When
forecasting using gradient algorithms in phases 2 and 4, P is lower in 1,4 times, this suggests a
decrease of the average risk in the application of the proposed method.

Thus, the proposed method of parameters prediction reduced the time of manufacturing test for
investigated group of resistors in 2 times. This reduction in testing time is determined by the non-
uniform intervals in the measurement of the studied sample (the forecast is carried out for one step in
time, from 1 to 4 and between 4 and 5 step — by 5000 hours). This result allows us to recommend the
developed method and information technology of its implementation for selection of the EP, which are
intended for use in long-running equipment for continuous working high-duty equipment applications.
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