Applied Aspects of Information Technology
Models and Methods of Information Technology

2019; Vol.2 No.3: 173-185

UDC 004.8

Olena O. Arsiriil, Doctor of Technical Sciences, Professor, Head of Information Systems Department, E-
mail: e.arsiriy@gmail.com, ORCID: https://orcid.org/0000-0001-8130-9613

Olga S. Manikaeva', postgraduate student of Information Systems
manikaeva@gmail.com, ORCID: http://orcid.org/0000-0002-0631-8883

'0dessa National Polytechnic University, Avenue Shevchenko, 1, Odessa, Ukraine, 65044

Department, E-mail:

MODELS AND METHODS OF INTELLECTUAL ANALYSIS FOR
MEDICAL-SOCIOLOGICAL MONITORING’S DATA BASED ON THE NEURAL
NETWORK WITH A COMPETITIVE LAYER

Abstract: In this scientific publication, we suggest using the system of intellectual analysis of medical and sociological
monitoring’s data using a neural network with a competitive Kohonen layer to automate the process of obtaining knowledge
(metadata) about the state of public health of the target audience. The following specialized tools have been developed to implement
the system: models and a method for presenting detailed and aggregated medical and sociological data in area of primary and
secondary features; the method of neural network classification of respondents based on machine learning of a neural network with
a competitive layer; the procedure for labeling neurons of the Kohonen layer, taking into account the classification decisions
received from the sociologist-analyst (initial markers). At at the first step, a two-dimensional histogram of pairwise coincidences of
neuron numbers and existing initial class markers was constructed, and then it was corrected by lines and by columns in
accordance with the developed rule. The result of the correction is the correspondence matrix of the numbers of neurons of the
Kohonen layer and existing markers of classification decisions. The testing of the developed models and methods is based on a
system of intellectual analysis using real medical-sociological monitoring’s data. The research results show that it is possible to
increase the relative share of correct classification decisions by an average of 20 % and reduce the share of false decisions by 50%
compared with the sociologist-analyst for tasks of intellectual analysis of medical and sociological monitoring’s data. These tasks
were related to determining the working conditions of respondents.

Keywords: data mining; medical and sociological monitoring; neural networks with a competitive layer

The introduction and the research problem’s
formulation. The computational capabilities of
modern computer systems make possible collecting,
accumulating and analyzing data on the state of
public health, based on the population’s self-esteem
of their health, quality of life, and satisfaction with
medical and social services. Data, collected
continuously in the mode of medical and
sociological monitoring, are of particular value [1].
Creating a permanent system for collecting and
evaluating information — medical and sociological
monitoring (MSM) involves organizing surveys,
questionnaires or interviews with the subsequent
analysis of answers containing heterogeneous
information. It allows the sociologist-analyst to
“extract” valuable knowledge about the target
(analyzed) audience in the form of quantitative
metrics or qualitative assessments of behavioral,
medical,  socio-demographic, psychophysical,
geographical, or any other characteristics. So, for
example, the intellectual activity of the sociologist in
making classification decisions about the impact of
working conditions on the health of the target
audience is associated with the organization of
monitoring not only by the complex characteristics
of the levels of aerosol, electromagnetic, acoustic,
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chemical and biological effects, ionizing radiation,
microclimate, lighting, vibration in industrial
premises, but also with the constant collection of
information on gender and age composition, bad
habits, sports, participation in medical examinations
and other characteristics of the quality of life of the
analyzed workers [2].

However, the computer form for the
representation of heterogeneous empirical data of
MSM contains the necessary information for an
expert assessment of the state of the target audience
only in an implicit form. In order to make a
classification decision, it is necessary to use special
methods of data analysis to extract this information.

As a result, a class of tasks related to data
mining was singled out. Data mining is an approach
that combines methods that can detect previously
unknown, non-trivial, practically useful and
accessible interpretations of knowledge in raw
empirical data of MSM, necessary for making
decisions regarding the studied target audience,
using a specific technique [3]. The current level of
development of information technology allows you
to automate the process of conducting an intellectual
analysis of empirical quantitative and categorical
data of MSM, both for constructing various data
models in the source and feature spaces, and for their
visual representation in the decision space [4-5].
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The analysis of existing  scientific
achievements and publications

In the general case, new knowledge about the
target audience is extracted on the basis of the
analysis of empirical data of the sociological survey,
and according to [6-7] this process is presented in
the form of a cyclic sequence consisting of the
following steps:

1) Awareness of the theoretical or practical
insufficiency of the existing knowledge of the target
audience;

2) Formulation of the problem and the
hypothesis (in qualitative research hypotheses are
usually presented at the last stages of research);

3) Collecting of empirical material on the basis
of which hypothetical assumptions can be confirmed
or refuted:;

4) Analysis of empirical data using various
methods, strategies, research programs and models;

5) Interpretation of the processed data and
decision-making, explanation of the social
phenomenon with the use of them;

6) Redefinition and clarification of a problem or
hypothesis leading to a new research cycle (return to
stage 3).

On the other hand, recently, due to the advent
of modern software, Data Mining methods are
gradually becoming the most popular tools for the
sociologist- analyst. From the point of view of the
existing standards describing the organization of the
Data Mining process and the development of Data
Mining systems, the most popular and common
methodology is CRISP-DM (The Cross Industry
Standard Process for Data Mining) [8,9]. In
accordance with the CRISP-DM standard, Data
Mining is a continuous process with many cycles
and feedbacks and includes the following six steps:
Business understanding, Data Understanding, Data
Preparation, Modeling, Evaluation, and Deployment.
The seventh step is sometimes added to this
sequence of stages - Control; it ends the circle.
Using the CRISP-DM methodology, Data Mining
becomes a business process during which Data
Mining technology focuses on solving specific
business problems.

Let’s consider some of the problems of
organizing the Data Mining process of the
sociological survey data for a sociologist-analyst
using the CRISP-DM standard.

Thus, according to [6-7] at the stage of
understanding business, the sociologist-analyst on
the basis of his knowledge or lack of knowledge
about the target audience, solves the problem of

hypothesizing, which must be confirmed or refuted
as a result of a sociological research. According to
[7] such a hypothesis is a partially substantiated
pattern of knowledge, serving either for the
connection between various empirical facts or for
explaining a fact or a group of facts. For example, as
a formalized goal of the sociological survey there
exists a hypothesis that the dependent variable
(lifestyle) varies depending on some reasons (quality
of food, alcohol consumption, playing sports, etc.)
that are independent variables. However, this
variable is not initially dependent or independent. It
becomes such at the stage of understanding the
business.

At the stage of data understanding, the
sociological expert solves the problems connected
with collecting sociological (or empirical) data. Such
data can be defined as primary information of any
kind, obtained as a result of one of the many types of
sociological information collecting. [10]. As a rule,
to conduct deep analytical studies, data are collected
through questionnaires and interviews with a
“complex” structure. Any empirical data is always
structured.

Depending on the degree of structuredness, the
data can be subdivided into the following types:

— unstructured data — text-type data, obtained
in the process of conducting different types of
interviews (narrative, keynote, etc.), the texts of
answers to open questions with an unlimited search
field for answers and any other texts or documents to
which the sociologist could address [ 9-10];

— strongly-structured data — data, existing in
the form of matrices of any type (for example,
tables), obtained through the part of the
questionnaire (interview) according to the scheme of
closed questions;

— weakly-structured data - data of an
intermediate type, not only quantitative but also
categorical (nominal and ordinal) types, as well as
existing in textual form, however, while being
specially organized. Examples of such kind of data —
data with a limited number of unique values or
categories. As a rule, they contain answers to open-
ended questions of an interview (interview) with a
limited field of search for answers, either obtained
by the method of incomplete sentences (test for
sentence completion), or by using the method of
repertory grids (G. Kelly's theory of personality
constructs) [11-12].

At the stage of data preparation, the
sociologist-analyst faces the tasks associated with
the organization of a multidimensional attribute
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space — the formalization and structuring of
sociological survey data. When transforming
unstructured data into feature space, special text
recognition and analysis methods (OCR and Text
Mining) are used for the further modeling. Rigidly
structured data is a quantitative data type that is
susceptible to the formalization and automatically
transformed feature space. For the structuring and
formalization of poorly structured data, various
methods of preliminary data processing are used, for
example, cleaning, filtering, rating and coding, etc.
As a result of this preliminary processing, the
weakly structured sociological survey data is
transformed into a multidimensional feature space.

To conduct the sociological survey data
modeling stage in the multidimensional attribute
space, the sociologist-analyst solves the problems
associated with the choice of methods and models
for conducting Data Mining. Moreover, he has at his
disposal the entire arsenal of regression,
discriminant, dispersive, cluster, correlation, factor
analysis methods [12-13].

To improve the responsiveness of MSM Data
Mining, you can use machine learning [14] or
precedent training. In that situation, there is a
multidimensional set of independent variables
(empirical facts) and many possible values of the
dependent variable (answers) in accordance with the
research hypothesis. There is some relationship
between the variables, but it is unknown. There is
only a finite set of precedents — labeled pairs of
“facts, answer”, called the training sample. Learning
with a teacher (supervised learning) is learning when
each precedent is a pair of “facts, answer” and it is
required to build an algorithm that accepts a lot of
facts at the input and gives an answer at the output.
Learning without a teacher (unsupervised learning)
haven’t answers set, and you need to look for
dependencies between empirical facts. In this case,
the training sample consists of unlabeled use cases
(data). It is often used teaching with the involvement
of a teacher (partial training - semi-supervised
learning) with MSM Data Mining. Teaching with
the involvement of a teacher occupies an
intermediate position. Each use case is a pair of
“facts, answer”, but the answers are known only on a
part of the use cases. In this case, training sample
consists of weakly labeled use cases [15].

At the stages of results evaluating and
implementing, the tasks of interpreting the so-called
sociological survey metadata or extracted knowledge
obtained after the simulation, solving the
characteristics of the target audience and explaining

the studied social phenomenon with their help are
solved [6-7].

Classification errors of the 1st and 2nd kind and
their relative fractions of truly positive cases and
truly negative cases are calculated to compare the
results of the examination of the object’s state and
the classification decisions obtained in the IMS
system of MSM for all examples of the training
sample [11]:

TP
TP+FN

TPR =

«100 %, )

where: TPR - relative share of true positive cases
(True Positives Rate — TPR);

TP — true positive cases (correctly classified
positive examples);

FN - positive examples classified as
negative (I type error);

FPR 100 %, 2)

TN + FP

where: FPR — relative share of true negative cases
(False Positives Rate — FPR);

FP — negative examples classified as positive
(11 type error);

TN - true negative cases (correctly classified
negative examples).

Thus, the complexity of developing data mining
tools for solving practical problems of extracting
knowledge about the target audience based on MSM
data is associated with the need to solve two types of
tasks:

1. MSM data were defined as weakly
structured at the stage of understanding data because
they were collected through surveys, questionnaires
and interviews with a “complex” structure, were
interpreted using various and not always connected
scales, and could contradict each other. Therefore, at
the stage of data preparation, when feature spaces is
constructing, it is required to solve the problems of
structuring and formalizing poorly structured data.

2. Only weakly labeled precedents can be used
to build the training sample to conduct the MSM
Data Mining, using machine learning, the
explanation of this situation is that expert decision
on the labeling of available MSM data (facts)
requires a long manual analysis of multidimensional
features, depends on the qualification of the
sociologist-analyst and is often ambiguous.
Therefore, at the modeling stage, it is required to
solve problems associated with the organization of
training with the partial involvement of a teacher.
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To eliminate the above-mentioned deficiencies
of the sociological survey of data processing systems
and to facilitate the work of the sociologist-analyst, a
problem-oriented Data Mining system has been
developed. The system consists of subsystems of
initial data preparing, modeling and decision-making
support, interconnected with the help of interface
tools for a decision maker — sociologist-analyst [16;
17; 18]. The creation of such problem-oriented
intellectual systems is always based on previously
developed models, methods and information
technologies (IT).

The purpose and tasks of the research. The
purpose of this study is to develop models and
methods for the intellectual analysis of medical and
sociological monitoring’s data to automate the
extraction of knowledge about the target audience.
This extraction will improve the efficiency and
reliability of the classification of the respondents.

The following tasks must be solved to achieve
purpose of this scientific publication:

1. The formalization of the MSM hypothesis in
terms of classification / clustering problems;
developing of detailed and aggregated MSM data.

2. The developing the method of neural
network classification of poorly labeled data with
the partial involvement of a teacher.

3. The testing of developed models and
methods in the framework of the MSM Data Mining
system, using the “working conditions” data.

The main research material includes a
consistent presentation of the results of solving the
formulated problems within the framework of a
single technological approach to the organization of
Data Mining.

The formal statement of the MSM Data
Mining problem, models of detailed and aggregated
MSM data

The task of extracting knowledge about the
target audience (obtaining metadata), as a result of
the MSM Data Mining, can be reduced to the task of
classification in terms of machine learning [14].
Then, the target audience (TA) consists of many
respondents (R):

TA ={Ry,Ry, ..., R, .., Ry}, (3)
where: R; — respondent, we are studying;
n — number of respondents.

Each respondent can be characterized by a
multidimensional set of variables denoting its
properties:

Rl = {le xz, ---lle ---:xm}! (4)

where: x; — independent variables indicating the
respondent's properties;

m — the number of respondent properties,
which are less than the analyzed respondents -
m<n.

A multidimensional set of independent
variables (4) during MSM is a set of poorly
structured data, the type and format of which
depends on the method of obtaining the initial
information. For example, respondent data can be
obtained not only by using completed survey forms,
guestionnaires and interviews, but also extracted
from electronic mail messages, business cards, pdf-
and txt-files, instant messages in various messengers
(WhatsApp, Viber, Facebook Messenger, Skype,
ICQ, Google Hangouts, etc.), documents, web
pages, bills, audio/ video, checks and contracts,
pictures, etc. Such extracted from various sources
data, called detailed data.

Therefore, taking into account representation
(4), we propose a model of detailed data Dg, of the
respondent Dg,in the m-dimensional property space,
which is formally defined via the tuple

DRi = (‘/]l T‘le‘lejl Q]th]>1 = 1lm! (5)

where: Vi, T;, F;, Sj, Qj, Mt; — value, type, format,
source, quality grade, data transformation method of
j-th property.

To increase the reliability of making the
classification decision t;, the detailed data D, must
be aggregated (combined) and, using the Mt;
method, transformed into the space of attributes:
X; =V, Mt;(V;), for example, min, max, £, C (),
etc. are used as an aggregation function for detailed
data Dg,. The procedures of the transformation stage
of MSM’s data are described in detail in [19].

Then, taking into account the representation (4),
the model of aggregated data Ag, of the respondent
R; in the g-dimensional space of attributes must be
specified via the tuple:

Ag, = (X1, o) Xjy oo, Xg), (6)
where: q -
qg<m.

On the other hand, the sociologist-expert
hypothesizes that each respondent R; of the target
audience TA belongs to any class t; from the set of

dimension of the space of attributes,
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values of classes T = {ty,..,t;...,tp}, P is the
number of classes into which a subset of respondents
is divided (3).

The value of t; can be determined by analyzing
the set of aggregated data A, from the q -
dimensional attribute space. This analysis is
performed by the sociologist-expert, using his own
experience and knowledge. The accuracy of rules
a:X —» T constructing depends directly on the
previously put forward hypothesis about the power
of the classes set — |T|. The adoption of this
hypothetic is ambiguous and determined by the
qualification of the sociologist-expert. As a result of
the analysis, we obtained the next equation:

ARi = (xl, ...,xj,---,Xq; ti), (7)

where: t; — label of the class, to which the
respondent R; belongs to, according to the decision
of the expert.

In case, when we use MSM’s data as initial
data, it is not possible to obtain a sufficient amount
of tagged data, because it’s requires a large
investment of time and other resources of the
sociologist. Then, in accordance with (3) and (6), we
have:

1. Data set Ary = {X1,X,, -
T ={ty, ty, ., tp}s

2. Labeled data set: (X;, T;) = {(X1.T1.0)};

3. Unlabeled data set X, = {X;11.n}, used in
the learning, generally l«n;

4. Unlabeled data set Xieqr = {Xpn41.9}, NOt
used in the learning (test set).

Taking into account (6) and (3), the labeled
training data set in a matrix form is a set of
aggregated data of respondents R; of the target
audience TA:

., Xn}; label set

X11 - X19] [t1
ATAl = ([ ], []) , (8)
X1 xlq tp

where: X matrix — the set of descriptions of
respondents R; in a g-dimensional space of
attributes, T vector — finite set of class numbers
(names, labels).

The training selection of unlabeled data

X14+11 X1+1q
ATA =( )l (9)
* [ Xn1 an ]
Xn+11 Xn+1q
ATapeg = ([ ]). (10)
Xg1 Xgq

Then, we can formulate the task of classifying
MSM’s data in terms of machine learning with
partial involvement of a teacher as follows: there is
an unknown target relationship — a:X —» T, the
values of which are known only for a finite number
of respondents R; from the labeled training selection
Ary,. Considering the data from the unlabeled
training selection Ar, , it is necessary to construct
an algorithm a*: X — T, which capable to classify
with specified accuracy the arbitrary responder
R; € Apy,,,,-

We propose to use Data clustering to solve the
problem of classifying MSM’s data with partial
involvement of a teacher. Data clustering solves the
problem of dividing labeled A7, and unlabeled
Aryu, training data into disjoint subsets, called
clusters, so that each cluster consists of similar
respondents, and respondents from different clusters
are significantly different.

In this case, the task of clustering respondents
from the combined set A4, consisting the sets of

aggregated data Ar,, and Ar,, includes
constructing the set:
Z ={21, 0, Zjy ) Zp}, (11)

where: z; — the cluster, containing similar Ag, (6)
from the (8) set:

AR, € Ary, Ag; € Ary,
d(ApyAr) <0

Zi = {ARi'ARj }’ (12)

where: o — value that determines the proximity
measure for inclusion in one cluster, and
d(ARl.,AR].) — the measure of proximity between

objects called distance.
The resulting data set of aggregated data A7,
has form:

. R x11 xlq Z1

(unlabeled training set) and the test selection (test Ao = ([ ] [ ]> 13)
. a= -~ -]

set) have form: Xni e Xngl |Zp
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The obtained MSM’s aggregated data sets (8)
and (13) are loading into the data warehouse and
then used to construct the classification algorithm
a:X->T.

Thus, you can use a specialized subsystem,
built on the principle of ETL systems (Extraction,
Transformation Loading) to collect, transform and
store the MSM’s data [17].

The development of the method for neural
network classification with partial involvement of a
teacher of poorly labeled data. A neural network
classification method with partial involvement of a
teacher for poorly labeled MSM’s data, based on
preliminary cluster analysis using a competitive
layer of Kohonen W, was developed during creating
a problem-oriented MSM Data mining system for
the implementation of the modeling stage (Fig. 1).

Input Cutput
(receptor) layer (computational) layer
X ] L]

=8
X, é%&%u

Fig. 1. The neural network model
of the Kohonen W-layer

b’ﬁ
A A A

To obtain aggregated A;, data (13), we
performe machine learning of the Kohonen layer,
using aggregated labeled Ar,, and unlabeled Az,
data that are extracted from the storage and
combined to form learning selection as:

X1q
]>_

Xnq

X11

ATAtrain = ([
Xn1

(14)

The implementation of machine learning of the
Kohonen layer reckons for the sequential
implementation of the self-organization steps of the
competitive Kohonen layer’s neurons, graduation of
the elements of the output vector of the training
selection and final labeling of Kohonen layer’s
neurons (Fig. 2).

First stage. The classic self-organization
procedure of a Kohonen competitive layer is
implemented via the iterative WTA (Winner Takes

)

All) algorithm [20]. According to the WTA
algorithm, the values of the vectors {x;;} from the
training set Ar,, ., i=1,q, k =1,n, where q -
number of attributes, and n — number of vectors in
the selection, are sequentially sent to the input of the
Kohonen layer (Fig. 1) (14).

The goal of the self-organization is to minimize
the difference between distances:

d(xki,wij) — min d(xki,wij) , (15)
of the input vectors’s x;; elements and the weight
coefficients w;; of the Kohonen layer’s neuron-
winner, in accordance with correction formula:

wii(t + 1) = wy (@) + n(6) [xx; — wy; (B)], (16)

where: n(t) —time-varying correction step factor.

Usually, the monotonically decreasing function
(0 <n(t) <1) is chosen as n(t). The Euclidean
distance is used as a measure of distance:

d (2, wij) = \/2?=1(xki — w;j)2. (17)

Second stage. The values of the training
selection vectors {x;;} are sequentially sent to the
input of the Kohonen self-organizing layer during
performing the calibration procedure for the
elements of the output vector of the training
selection. On the input of the Kohonen layer for
each of these values, on the basis of (14), values of
the output vector {yy;}, j = 1,p are formed (p is the
number of neurons (classes)). The serial number of
the winning j neuron of the k-th vector {yy;} is
assigned as the value to the k-th element of the
calibration vector {z,}. Thus, after performing the
calibration procedure, we have a preliminary

solution in the following form:
X114 e Xig 71

R* = (X,Y.Z)<[

Xp1 - Xng

Yii - Vip

]), (18)

Zp

’ Yn1 o Ynp
where: the elements of the X matrix satisfy formula
(14), the elements of the Y binary matrix of the
desired outputs are formed as a result of the
competitive Kohonen layer training. Vector y, ;= 1,
if j is the winner’s neuron number and y, ;= 0 in all
other cases. The elements of the Z calibration vector
are the index number of the winning neuron j.
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Getting aggregated data
Apgand Apy,

The neural network ouiput machine

Stage 1. Self-organization Kohonen layer’s neurons

'

Sitage 2. Calibration of elements of the output vector R =<XY¥Z>

)

Stage 3. Labeling of Kohonen layer's neurons Z

Step 3.1 The formation of a two-dimensional

¥

Step 3.2. Line-by-line and column-by-column
histogram .i'}&,q;,- correction

¥

Step 3.3. Building the matrix M, of matching of the
nuombers of neurons and classes

v

Step 3.4. Correction of the calibration vector Zg

| i
1 i
! i
| i
I i
i i
I i
| i
1 i
1 i
1 i
! i
| i
1 i
I i
| i
I i
i i
I i
I |
! i
1 i
1 i
! i
! i
I i
I i
| i
I i
i - i
: histogram D, : !
| i
1 i
1 i
! i
! i
i i
I i
| i
I i
i i
1 i
! i
| i
1 i
1 i
! i
I i
i i
I i
| i
I i
i |
1 i
! i
| i
1 i
1 i
| i
I i

Formulate a classification solution
in the form Rp=<X I Z>

Fig. 2. Method’s of the neural network classification with partial involvement of a teacher of poorly
labeled data stages

Third stage. The procedure for labeling
Kohonen layer’s neurons by class numbers of the
training selection’s aggregated data has been
proposed to determine the matching between the
value of the final grade {¢t,} (class number) from the
labeled training set A4, (8) and the value of the
neuron-winner number of the calibration vector {z;}
(18), (8). The labeling procedure requires three steps
(Fig. 2).

Step 3.1, We must form a two-dimensional
histogram  D,,; (square matrix) of pairwise
coincidences of the neurons and classes numbers
Zgm = tij, Wherem,j = 1, p, for all examples of the
training selection. Histogram D,,; building on a
mnemonic code:

D=0; /*the matrix elements
nullifying*/

for m = 1:p

for j = 1:size(Y,2)/*the number of
classes*/

for k = 1:size(Y,1l) /* the number

of training selection examples */
it ((PK) m) && (Z(k,1)== m))
D(m,j) = D(m,j)+1;

end

end

end

end

Step 3.2. We must perform line-by-line and
column-by-column  histogram  D,,;  correction,
leaving unchanged only those values of elements
that satisfy the condition:
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max(D,,) = max(Dj)
m=j
max(Dy,j)<>0

(19)

The remaining values of the intersecting row
and column are setting to zero. Line-by-column
histogram D, ; correction on the mnemonic code:

for j = 1:size(D,1)

for m = 1:size(D,1)

it (D(m,j) == max(D(:,))))

&& (D(p.j) == max(D(p,:))) &&
(D(p,j)> 0 )

D(:,J) = O;

D(m,:) = 0;

end

end

end

As you can see, the two-dimensional histogram
D, correction is performed iteratively, while only
one non-zero value remains in each line and column.
The result of the correction is saving in D,’fl]-.

Step 3.3. The corrected pairwise matches two-
dimensional histogram DT’,(U- can be transformed into
the matrix of numbers of neurons and classes
matching for all samples of the training selection
(Mim, k = ﬁ)

M=0

for m = 1:size(Dk,1)

for j = 1:size(Dk,1)
if Dk(m,j)>0
M(1,m)= p;
M(2,m)= J;

end

end

end

Step 3.4. At the last step, we perform the final
correction of the calibration vector {z,}, using the
matrix of numbers of neurons and classes matching.
Based on the (8) and the resulting vector{z,}, we
can formulate a classification solution (20) and
transmit it to compare the results and evaluation of
the expert marks’ quality T on the state of the object
by comparing it with solution Z:

xll xlq tl Z
] HH> (20)
xnl . an tp Zp

The developed models and methods testing
within the MSM Data mining system on the
“working conditions” data

R, =(X,T,Z){

The research shows that the intellectual activity
of the sociologist-expert in making classification
decisions about the impact of working conditions on
the health of the target audience is related to the
organization of MSM’s data for the *“working
conditions” group [17; 19; 21]. This group includes
guantitative and qualitative attributes that set the
levels of aerosol, electromagnetic, acoustic,
chemical and biological effects, ionizing radiation,
microclimate, lighting and vibration. As a result of
the MSM’s data analysis, in accordance with the
proposed scale (which depends on the level of
maximum permissible concentration of the studied
factor), the sociologist-expert evaluates the state of
working conditions as: “optimal”, ‘“acceptable”,
“harmful”, “dangerous”, “extreme”.

The results of the testing of developed models
and methods as part of the MSM Data mining
system during a comprehensive examination of the
level of aerosol exposure, as one of the factors of
working conditions affecting the health of the target
audience, are shown in Fig. 3. The training selection
consisted of 1200 examples. The sociologist-expert,
based on the analysis of the converted data on the
dispersion composition, concentration, exposure
time and type of aerosol particles (which are
displayed in a special electronic questionnaire (Fig.
3-1), determines the general level of aerosol
exposure. The aggregated data Ar,, (Fig. 3-2) are

transmitted through the storage to the neural network
output machine to check the quality of the expert's
decision. As a result of the self-organization and
calibration steps, a preliminary decision R,, which is
transmitted to Step 3, is formed (Fig. 3-3). To label
the elements of the calibration vector Z, a two-
dimensional pairwise coincidences of the numbers
of neurons and classes histogram D is formed from
the preliminary solution R, (Fig. 3—4). Then, in order
to get the matrix of the numbers of neurons and classes
matching M (Fig. 3-5), line-by-line and column-by-
column correction is performed (Fig. 3-6).

To form the classification solution R, via the
matrix of matching, the final correction of the
calibration vector Z is performed (Fig. 3-7 — DSS
decision).

Thus, the sociologist-expert can compare his
decision and the solution, proposed by the MSM
Data mining system, and correct his decision. In
addition to the determining of aerosol exposure
level, the developed MSM Data mining system was
used to determine the general levels of
electromagnetic, acoustic, chemical and biological
effects, ionizing radiation, microclimate,
illumination and vibration. To compare the decision
of the sociologist-expert (Final level) and the
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classification decision (DSS decision) via the (1) and  determined exposure levels of the working
(2), the values of TPR and FPR were calculated. The conditions group before and after correction are
results of the TPR and FPR calculations for all shown in Fig. 4 and Fig. 5, a, b, respectively.
samples of the training selection for all of the

YpOBEHL A3P030NMEHOM0 BOIAEACTEBHA X_;_.,-
The level of aerosol exposure k disp conc time | type P
;Dlif;:s:”l:i‘r:;.rizzn (Disp) OnTHMANEHOE - 205 L X5 X4
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Bpema soaneiicTaun 4 <
Expasure time (Time) ONTHMANEHOE w E— -
Bua wactu
partice type (Type) 201 ] 2 |2 | 2|2
OBwmi ypoBeHk 13 1 2 2 3 2 R
Final level onTHMansHoe = —
OmpaenTe Lanee == 24 1 2 2 3
1 25| 1 2 3
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Fig. 3. The results of testing the operation of the MSM Data mining system:
1 — subsystem for the preparation of initial data; 2 — aggregated data from the storage receiving;
3 — the result of the calibration procedure of the output vector’s elements; 4 — two-dimensional
histogram formatting; 5 — line-by-line and column-by-column histogram correction; 6 — matrix of the
matching of numbers of neurons and classes; 7 — the decisions of the sociologist-expert and classification
decisions comparison
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Fig. 4. Comparative TPR results:
before —a and after — b of the correction
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Fig. 5. Comparative FPR results:
before — a and after — b of the correction

The calculation analysis of the values of first
(Fig. 4) and second type errors (Fig. 5) before and
after the correction shows an increase in the relative
share of TPR by an average of 20 % and a decrease
of 50 % in FPR for all groups of working conditions.
Moreover, after the sociologist-expert decisions
correction, the TPR marks are more evenly
distributed for all of the studied exposure levels
from the group of working conditions (Fig. 4). The
decrease in the relative share of truly negative cases
(FPR) is especially noticeable for the levels of
chemical and biological effects (Fig. 5).
The conclusion and the prospects for further
research
The testing results analysis showed that the use
of the developed models and methods within the
MSM Data mining system to determine the impact
of working conditions on the health of workers

allowed to increase the reliability of expert
decisions. The following tasks were solved.

1. Based on the analysis of literary sources, it
is shown that new knowledge about the target
audience is extracted from the MSM’s empirical
data as a result of a cyclic sequence, consisting of
six mandatory steps.

2. The problems of organizing the MSM Data
mining system for a sociologist-analyst, based on the
CRISP-DM standard, are considered.

3. The functional structure of the MSM Data
mining system was proposed. The problem-oriented
MSM Data mining system, according to the
proposed structure, consists of subsystems of initial
MSM’s data preparation and aggregated data
storage, neural network modeling approach and
decision making on the basis of MSM’s data
supporting.
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4. The formalization of the MSM hypothesis
was proposed. The detailed and aggregated MSM’s
data models were developed in terms of classify-
cation/clustering problems.

5. The method of neural network classification
with a partial involvement of a teacher of poorly
labeled data has been developed.

6. The MSM Data mining system was
developed and tested on the “working conditions”
data.

The use of the developed within the MSM Data
mining system models and methods allows you to
correct the sociologist-expert decisions. This can be
performed in accordance with the decisions, which
was made by the neural network classification with
partial involvement of a teacher of poorly labeled
data. It’s proven that it is possible to increase the
relative share of correct expert’s evaluation by an
average of 20 % and reduce by 50 % for a number of
MSM Data mining tasks the false evaluations.
Among the latter: determination of enterprise’s
working conditions, according to the levels of
aerosol, electromagnetic, acoustic, chemical and

biological effects levels, ionizing radiation,
microclimate, lighting and vibration.
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MOJEJI I METOJAMU IHTEJIEKTYAJIBHOT'O AHAJII3Y TAHUX )
MEJIUKO-COIIOJJIOTTHECKOI'O MOHITOPUHI'Y HA OCHOBI HEUPOHHOI
MEPEXI 3 KOHKYPYIOUUM HIAPOM

Anomauia. [[na aemomamuszayii npoyecy OmMpUMAaHHa 3HAHL (MEMAOAaHux) npo cCmau 2poMaccbko2o 300po8's Yinboeoi
ayoumopii 3anponoHo8aHo GUKOPUCHOBYEAMU CUCIEMY [HMENeKMYanbHo20 ananizy OAHUX MeOUKO-COYION02iuH020 MOHIMOPUH2Y 3
BUKOPUCTNAHHAM HeupouHoi mepedci 3 Kouxkypyrouum wapom Koxouena. [nsa peanizayii cucmemu pospobneni nacmynmui
cneyianizosawi 3acobu: mooeni i Memoo npeocmasieHHs 0emaniz08anHux i azpeco8anux MeouKo-coyioN0SiuHUX OAHUX 8 NPOCTNOPAX
NEPEUHHUX | BMOPUHHUX O3HAK, MemooO Helipomepedcesoi Kiacupixayii peChOHOeHmMI8 Ha OCHO8I MAUUHHO20 HABUAHHS HEUpPOHHOL
Mepedci 3 KOHKYPYIOUUM Wapom,; npoyedypa Mapkysauus uetipowie wapy Koxomena 3 ypaxysamusm kiacugpikayivinux piwens
ompumanux 6i0 coyionoea-ananimuxa (nepeunnux mapkepis). Ilpu 6ukomauni npoyedypu MapKy8aHs HA NePUIOMY Kpoyi
6y0yeamucs 0808UMIPHA 2iCMO2PAMA NONAPHUX 3012i8 HOMePi6 HEeUPOHI6 | ICHYIOUUX NePEUHHUX MAPKEPI8 KIACie, Oali UKOHYEMbCS
il KopueysanHs no paokax ma no cmoeoysx 6i0NoeiOHO 00 po3poONeH020 NPABUIOM. Pe3ynemamom 6UKOHAHHA KOPUSYBAHHS €
mMampuys 8ionosionocmeil Homepie Heliponig wapy Koxomena i icnyrouux mapxepie xnacugixayitinux piwens. Anpobayis
po3pobnenux modeneli i Memooie npogoOUNAcs Ha OCHOBI CUCMEMU THMENeKMYANbHO20 AHANI3Y 3 GUKOPUCMAHHAM PEanbHUX OaHUX
Meouxo-coyionoeiuno2o moHimopunzy. Iloxkaszano, wo 80anocsa nioguwumu 6iOHOCHY YacmKYy NPABUTLHUX KIACUDIKAYITHUX pilieHDb 8
cepeonvomy Ha 20 % i 3nusumu na 50 % uwacmxy nomMuikosux piuieHv 6 NOPIGHAHHI 3 COYION02OM-AHANIMUKOM Ol PAOY 3a0ay
IHMENeKMYanbHO20 aHAI3Y OAHUX MEOUKO-COYION02IUHO20 MOHIMOPUHEY NO8'A3AHUX 3 USHAYEHHAM YMO8 NPAYl PeCNOHOEHMIE.

Kniouogi cnoea: inmenexmyanvhuii ananiz Oanux; MeoOuKo-coyiono2iuHull MOHIMOPUHS; HEUPOHHI Mepedci 3 KOHKYDYIOUUM
wapom
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MOJEJIX U METO/1bl UHTEJUIEKTYAJIBHOI'O AHAJIM3A JAHHBIX
MEJIUKO-COIMOJIOT'NTYECKOI'O MOHUTOPUHI'A HA OCHOBE HEMPOHHBIX
CETEH C KOHKYPEHTHBIM CJIOEM

Annomayus. [[ns asmomamuzayuu npoyecca ROIyYeHUs 3HAHUU (MeMAOaHHbIX) O COCMOSAHUU O0OUeCBEHHO20 300P06bs
yeneeoll ayoumopuu npeonoNHCeHo UCNONb308AMb CUCEMY UHMENNEKMYANbHO20 AHAMU3A OAHHBIX MEOUKO-COYUONOSUYECKO20
MOHUMOPUH2A C UCNONb308AHUEM HEUPOHHOU cemu ¢ KOHKypupyiowum croem Koxonena. J[nsa peanuzayuu cucmemvr paspabomarl
credylowue Cneyuatusuposantvle cpeocmsa: Mooenu U Memoo npedcmasieHus 0emanu3upo8aHHblX U aepecupo8aHHblX MeOUuKo-
COYUONOZUYECKUX OAHHBIX 6 NPOCMPAHCMBAX NEPEUYHBIX U GMOPUYHBIX NPUSHAKOS, MemoO Helpocemesou Kiaccugurayuu
PECNOHOEHMO8 Ha OCHOBE MAUWUHHO20 0OYYeHUs HEUPOHHOU Cemu ¢ KOHKYPUPYIOWUM CL0eM; NPpoyedypa MapKUposKi HEPOHO8 Cos
Koxonena ¢ yuemom KiacCu@uxkayuOHHbIX peuleHull NOIYHEeHHbIX OM COYUON02A-AHATUMUKA (NePBOHAYANbHBIX Mapkepos). TIpu
BbINOIHEHUU NPOYEOyPbl MAPKUPOSKU HA NEPBOM Wdze CMPOUmMbCa 08YMEPHAS SUCTOZPAMMA NONAPHBIX COBNAOEHUI HOMEPO8
HEUPOHO8 U CYWeCmBYIOWUX NepEOHAYANIbHBIX MAPKEPO8 KIACCO8, Odiee GbINOIHAEMCs ee NOCMPOYHO U NOCMONOY08as
KOPPEeKMUpo8Ka 6 COOMEEmMCmaeuU ¢ paspadomanHblM npAsuiom. Pe3ynbmamom GblnOIHeHUs. KOPPEKMUPOBKU AGIAEMC S MAMpUyd
coomeemcmeull HoMepos Heuponos cios Koxonena u cywecmeyiowux mapkepos Kiaccu@ukayuouuwlx pewienuti. Anpobdayus
paspadbomannbix Mooenetl u Memooos npogooUNACh HA OCHOBE CUCEMbL UHMENTEKMYANbHO20 AHANU3A C UCNONb308AHUEM PedbHbIX
OGHHbIX — MeOUKO-COYUoNo2Uecko20  Monumopunea.  Ilokazano, — 4mo y0anocs — nOSbICUMb — OMHOCUMENLHYIO OO0
NPaBUILHBIXKIACCUPUKAYUOHHBIX peutenuti 8 cpedHem Ha 20 % u cuusumov Ha 50 % 00110 N0MCHBIX peuienuti no CPAsHeHUio ¢
COYUONO20M-AHATUMUKOM OIS paoa 3a0a4 UHMENNEKMYATbHOLO ananuza OaHHbIX MEOUKO-COYUOTIO2ULECKO20
MOHUMOPUH2A, CEA3AHHBIX C ONPedeNeHUeM YCI08Ull MpyOd PeCHOHOEHMOG.
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KOHKYPUPYIOWUM CLOeM

Olena Oleksandrivna Arsirii

Doctor of Technical Sciences, Professor,

Research field: Information technology, decision support systems, machine learning, neural
networks

Olga Sergiivha Manikaeva
postgraduate student Department of Information Systems
Research field: artificial intelligence methods and systems, neural networks

ISSN 2617-4316 (Print) 185
ISSN 2663-7723 (Online)


https://orcid.org/0000-0001-8130-9613
http://orcid.org/0000-0002-0631-8883

	1. Efimenko, S. A. (2019). “Mediko - sotsiologicheskiy monitoring kak instrument sovre-mennyih tehnologiy v upravlenii zdorovem patsientov”. [Medical and sociological monitoring as an instrument of modern technologies in managing patient health], Internet 


