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ABSTRACT

The results of an experimental study of obtaining approximate solutions of the multidimensional knapsack problem are
presented in the paper. Three methods for obtaining these solutions are considered, based on branch-end-boun
algorithms with a one-sided branching. One hundred test tasks of different dimensions have been solved for eac
method. The estimation of the approximation of the solutions obtained in relation to the best solution is provided, as well 4
as the estimation of the computational complexity. ,

Keywords: knapsack problem, approximate algorithms, branch-and-bound method, experimental evaluation, estimation’ .
of the approximation, estimation of the computational complexity

1. INTRODUCTION

The popularity of discrete optimization problems is beyond doubt. Many applied problems are formed as problems of
discrete, and more often, integer optimization. Not a small number of optimization problems of a specific structure are.
reduced to integer problems in order to use their solution methods. In this regard. the availability of effective and fast
algorithms is one of the key issues of research on discrete optimization. A lot of publications are devoted to this, there is’
a whole scientific direction. However, most of these algorithms belong to the NP-complexity class. It is an open question.
how they can be reduced to algorithms with less computational complexity — to complexity class P. The definition of
structural features of models of applied problems, their classification and selection of effective algorithms for various.

classes is also an open problem. %

i
1

!

Finding an exact solution requires considerable computational resources and time, that is why approximate algorithms -
are being developed. Modern approximate methods are usually combined and contain elements of various algorithms.
Structurally they are two-staged: 1* stage — construction of the initial solution and 2™ — improvement of the initial =
solution. At the first stage, approaches of heuristic algorithms are widely used. They usually work on various likelihoods, -
do not contain a clear theoretical justification, but predetermine the procedure for forming a vector of solutions. The::
second stage is the improvement of the solution, using the result of the first stage. In addition to the original solution, the | =
value of the objective function-record is used. This allows for the organization of the process of sifting out of Vthe‘;"-: AR B
unpromising variants and deciding on getting an approximate solution. Such algorithms work quickly, provide the user .
with good enough and, in some cases, optimal, solution. Indeed, the requirement of a mathematically exact optimal
solution is not always justified, since the initial information for the implementation of applied problems does not meet :

the requirements of mathematical rigor.

Exact methods for solving integer linear programming problems (ILP) have been developing in two directions. The -
cutting-plane methods proposed by Danzig and implemented by Gomori are based on modification of the methods of
linear programming. A lot of different algorithms have been developed ! aimed at finding ways to construct the correct’
cutting in order to increase the rate of their convergence. There are application packages % that implement the developed’g, !
algorithms, as well as provide the possibility of their immediate modification in the interactive mode. The rate of their.
convergence is still within the NP complexity. The combinatorial approach ' which gave rise to the development of
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Finding an exact solution requires considerable computational resources and time, that is why approximate algorithms,
are being developed. Modern approximate methods are usually combined and contain elements of various algorithms.
Structurally they are two-staged: 1% stage — construction of the initial solution and 2™ — improvement of the initial =~
solution. At the first stage, approaches of heuristic algorithms are widely used. They usually work on various likelihoods,
do not contain a clear theoretical justification, but predetermine the procedure for forming a vector of solutions. The
second stage is the improvement of the solution, using the result of the first stage. In addition to the original solution, thefiie:
value of the objective function-record is used. This allows for the organization of the process of sifting out of the = -
unpromising variants and deciding on getting an approximate solution. Such algorithms work quickly, provide the user |
with good enough and, in some cases, optimal, solution. Indeed, the requirement of a mathematically exact optimal
solution is not always justified, since the initial information for the implementation of applied problems does not meet
the requirements of mathematical rigor.

Exact methods for solving integer linear programming problems (ILP) have been developing in two directions. The . -
cutting-plane methods proposed by Danzig and implemented by Gomori are based on modification of the methods of -
linear programming. A lot of different algorithms have been developed ! aimed at finding ways to construct the correct
cutting in order to increase the rate of their convergence. There are application packages % that implement the developedfz
algorithms, as well as provide the possibility of their immediate modification in the interactive mode. The rate of their -

convergence is still within the NP complexity. The combinatorial approach ¥, which gave rise to the development of
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algorithms of branch-and-bound method, is more mobile, easily realized under the conditions of the finite set of variants.’

However, the problem is that in case of applying a mass solution there is an exponential increase in the number of 41
iterations with the increase in the number of unknown values. The introduced optimality conditions of a method, based )
on the concepts of estimating a set of variants, is not strict and sometimes leads to a complete enumeration of variants, : i
Therefore, difficulties arise in proving the optimality of the solution obtained.

Openness and flexibility of the method involves the use of a variety of techniques that modify the algorithm itself. This
greatly affects the complexity of solving the problem at various stages of computational procedures. Techniques of the
expansion (narrowing) of the set of variants in obtaining estimates are generally recognized. However, the expansion
itself can be carried out in different ways. For example, the reduction of the ILP problem to the corresponding problem
of linear programming makes it possible to obtain a sufficiently good estimate close to the value of the objective
function. The accuracy of the evaluation contributes to the rapid fulfillment of the optimality condition of the solution
obtained. However, the complexity of the multiple solution of the LP problem is very large. In *, experimental data on

the complexity of the solution using various expansion methods are presented. The method of obtaining estimates by
solving several non-integer one-dimensional knapsack problems gives a less accurate estimate of the set of variants, but
obtaining this estimate is much less time-consuming. The increase in the number of iterations in this way is easily
compensated by the simplicity of obtaining estimates. The second main point of the branch-and-bound method is the
partitioning of the set into subsets, based on the ideas of sequential construction of the solution °.

(¥

The consecutive assignment of the value "1" to the components of the solution vector predetermines the method of
partitioning the set. Two methods are well known: frontal (simultaneous) * and one-sided branching ®. The complexity of
the computational process also significantly depends on the procedure of selecting the component to be specified at a
step of the algorithm °.

An important factor affecting the speed of convergence is the procedure for selecting a set of variants for branching. Two
moments stand out: choosing a subset on the tier of the decision tree and choosing a subset if the variant found does not
satisfy the optimality condition. The choice in the first case is obvious — the preference is given to a subset with the best
estimate, depending on which type the problem relates to — maximization or minimization. As for the choice of a subset
— the top of the decision tree after obtaining a variant with a record value, but not satisfying the optimality condition, the
choice can be made in various ways.

Quite a long time ago, in 7, the notion of preference functions predetermining this choice was introduced. The following
options were considered: selection by the best estimate, random choice with respect to the value of the estimates, and a
randomized choice with respect to the values — the best estimates. The efficiency of choice was estimated by the
mathematical expectation of the values of the objective functions of the variants obtained with different methods of
selection. Sensitive difference was not observed. In principle, this was confirmed in another experimental study °. The
number of viewed variants directly depends on how many unpromising subsets will be eliminated in the process of
finding the optimal solution. Obviously, this depends on all the procedural moments of the computational process in the
work of the branch-and-bound method '°, that is, the closeness of the record value of the objective function to the
optimal, the accuracy of the resulting estimates of subsets, the successful choice of the component of the solution vector
for concretization, which predetermines the decomposition into subsets. etc. In '°, the concept R of the proximity of the
estimate to the value of the objective function is used. All those subsets whose estimates are worse than this record value
are subject to sifting. The effectiveness of this approach to sifting out variants should be verified experimentally. All
possible combined moments improve (in the sense of the speed of convergence) algorithms of the branch-and-bound
method, however, the computational complexity, as a rule, does not allow for the obtaining of the optimal solution at
solving practical problems of large dimension, at an acceptable period of time.

Currently, close attention is paid to algorithms, the main idea of which is borrowed from wildlife or physical processes
. . . . . . . 2 .
oceurring in nature. Such algorithms can include algorithms of the ant colony ', genetic algorithms '*, annealing ",

greedy algorithms '*, neural networks, etc.

The proposed work continues research in this direction. Combinatorial approximate algorithms are considered,
experimental data are given that allow for the estimation of the efficiency of obtaining sufficiently good approximate
solutions. A more detailed description of the algorithms is given in '>'5"?,
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2. SOLUTION

The object of the study is a linear multidimensional knapsack problem. This choice is not accidental. Many applif:ed'
problems are reduced to this model. In addition, some optimization problems of a distributive nature contain, in their
model, the model of the knapsack problem. So, there is a problem in the formulation of 24l : !

5
54
:

Z = max Y., GjXj
subject to
n & ——
ZI,:laUx,- < bg ,i=1

M
x; € {01}, j=1m.

P

Approximate algorithms of the branch-and-bound method with one-sided branching are investigated experimentally. The

idea of algorithms in the first stage of their formation is that the priority sequence of indices of the components of the

solution vector is constructed, according to which the values "1" are assigned to its components. Let us denote as P this
22,2324

sequence “ ; N

45

o af

P = (sufzs sl sk »
on a condition that :

‘3

3

%, = { 1, if (bl = Z’;=1 a[j) >0 ; %
k i

0, otherwise ]

Algorithms belong to the class of approximate ones; the degree of approximation is not numerically determined. There
are experimental data for solving 100 tasks for each dimension and method of determining the priority sequence P. The 3
work has been carried out, as usual in approximate algorithms, in two stages. At the first one, called the direct, all
components were initially reset to zero. The value "1" was assigned according to the priority queue. The second stage,
dual, involves replacing the "1" components with zeros, acting in the following way.

S

(&l

Method a. The idea of a greedy algorithm is used. The priority of the components of the solution vector is predetermined %
by the contribution of the corresponding component of the vector of the value to the value of the objective function. In %
other words, the place of j is determined by the decomposition method of the component ¢; in the ranked nondecreasing *

sequence. If, ¢;, 2 ¢j, .. 2 ¢j, = ¢, , then indices ji (k=1, ) define the sequence P. s

Method b. Combined way to determine the priority sequence of assignment of "1" to the components of the solution'i
vector. Since the number of positive components predetermines the value of the objective function, and the possibility of |
assigning the value "1" is controlled by the constraint system, it is advisable to take into account the magnitude of the ¢
discrepancy in the constraints in the formation of the priority queue. With each component, a value p; determined byif‘gl
formula ' 3

P =6 Doy (By=ay)

The sequence of ranked values pj, in particular, p;, 2 pj, ... Z Pjy = pj, generates a sequence B.

Method ¢. The procedure for forming the priority sequence is inspired by the ideas of the behavior of the ant colony )
when searching for food. The right way is where these biological beings pass more often. A formal imitation of this
behavior — where "1" is more common in the vectors of the solution of one-dimensional knapsack problems. The

multidimensional knapsack problem is subdivided intom (i = 1,m) one-dimensional non-integer problems. -
There are m tasks in the formulation
Z = max Xj-, GjX;

subject to
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optimal solutions to which are X; = (i, Xi, iy X

The priority of the solution vector component is estimated as

m _—
pj=z Xij o j=1Ln
i=1

The priority sequence 7 is again determined by ranking the values p;.

3. RESULTS AND DISCUSSION

An experimental study of the proposed methods for determining the approximate solution has been carried out by
solving a series of problems. The dimension (m X n) was changing as follows: (10x20); (20x50); (30x100); (40x500);
(50x1000). The parameters C; and a;; have been formed as independent random integers uniformly distributed in the

intervals [1.10] and [1.20], respectively. The parameters b; have been determined depending on the values a;;. In this

case 25,26

gy =
3

For any pair (n Xn) , 100 tasks have been solved. Solutions for each of the above methods for determining the initial *

solution (the first stage) and its improvement (the second stage) are obtained. Each task has been solved in all three

ways. The following have been determined:

it L o

- the value of the objective function z, (r = a,b,€) ;
- the best value of the objective function z* for a particular task;
- the number of coincidences Ky with z* for each task (r = a. b, ¢):

The number of coincidences K of the values z, and z* for two stages of solving one hundred tasks is given in Table 1.

_.-4'(""?,-

Table 1 Comparison with the best value of the objective function

Method(stage) a \ b \ c J

mxn 1 2 1 \ 2 \ 1 2
10x20% 29 |58 |39 |65 \ 29 |68
20x50 13 |52 |18 l 60 |14 |60
30x100 9 \ 34 |11 \ 60 \ 13 50J

40x500 7 \55 36 ‘78 114

: 48J
\leooo lzo \46 \58 ‘90—\ 22 \44J

*Comparison has been carried out with the exact solution, obtained using the Balash algorithm )

Table 2. The deviation from the best value of the objective function is no more than 2%

Method(stage) \ a b ¢
mxn 1 2 1 2 | 2
10x20* \ 12 14 14 |10 |24 |26
20x50 \ >3 |24 |34 |29 |35 |36
30x100 \ 40 |59 |48 l 35 |40 |40
40x500 41 |40 \ 60 \ 21 | 70 \ 46
50x1000 52 |49 \ 32 \ 8 ‘ 51 \ 48

*Comparison has been carried out with the exact solution, obtained using the Balash algorithm
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R — the proximity of the value of the objective function to the best value, has been estimated as a percentage. If the
deviation from the best value of the objective function is acceptable by no more than 2%, then the number of
coincidences in the proximity to the best value is given in Table 2.

An estimate of the degree of approximation of the solution in percentage is given in Table 3.

Table 3. Estimation of the degree of approximation of the solution

Method(stage) a b c
mxn | 2 | 2 | 2
"10x20 41 (72 (64 [75 |53 94
20x50 46 |76 [52 [89 |49 96

30x100 49 193 [59 [95 |53 90
40x500 48 |95 [96 [99 |84 94
50x1000 72 (95 [90 [98 |73 92

*Comparison has been carried out with the exact solution, obtained using the Balash algorithm

The summary data of the table show that it is practically possible to use any method of obtaining an operative and
sufficiently good solution of the problem. No more than a 2% deviation of the value of the objective function from its

extreme value is completely justified, since for practical problems the initial information has no mathematical accuracy
27,2829 y

Estimation of the complexity of calculations.The complexity of the calculations is usually defined by the time needed

for obtaining a solution, which depends on the length of the input, i.e. on the number of characters that predetermine the

original data '°, However, this is more acceptable when processing data directly involved in the calculations. In e
determining the complexity of computations that have an iterative character, as in this case, it is more clearly to consider
the complexity that depends on the dimension of the problem. In "7, the complexity of computations is considered as the
number of arithmetic operations performed when obtaining the original solution. In this paper, an attempt to determine ‘
the complexity of the calculations was performed through the number of operations %3132, i

Table 4 gives data on the supposed complexity of each of the methods for obtaining approximate solutions. Since the

methods (algorithms) do not have an iterative character, the computational complexity does not give a complete estimate.

This is adt}iitional information for choosing the approach to constructing a sufficiently good initial solution of the
33,34,35 ¥

problem %%, /

Table 4 Ordinal complexity of computations

Zl)itllt]izi of List of main actions The assumed complexity
a —ordering of the priority sequence 0(n?)
| eogommmpenteseaygs O o) b
—solving m one-dimensional knapsack problems ¥
c — definition of values p; 0(n*+ (m+ 1)n)
—ordering of the priority sequence
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4. CONCLUSIONS

The direct expenmental study of the considered methods showed that to obtain an approximate solution any of them can
be used and give quite a good approximation to the extreme value of the objective function. However, the "b" method is
somewhat distinguished as the best among the other two. If the two-percent proximity to the extremum is acceptable,
then the result obtained in the second stage using the "b" method, almost absolutely provides extremum, regardless of the
dimension of the problem.

As for the complexity of computations, the number of operations, and by the way, the amount of memory used by the
computer, does not cause any fear in any way to get the solution. It is more difficult to work according to the method "c";
because the solution of the m one-dimensional problems of the container still takes more time and requires more
operations during calculation. In our opinion, the "b" method, which is the second one in the list by complexity of

computations, raises trust.

The considered methods can be used in precise algorithms in obtaining the initial record value of the objective function.

In algorithms for the branch and bound method with a frontal branching method, they can be used to construct a Q’
fragment of a decision tree. It is possible to check the solution variant for optimality by having estimated the hlghest
vertices in it.

Note. The computer implementation of a series of tasks was carried out by a Bachelor of Applied Mathematics Serbin D.,,
a graduate of ONPU.
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